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Actual Causation

Holger Andreas, Mario Günther &
0000-0001-6208-448X

We put forth an analysis of actual causation. The analysis centers on
the notion of a causal model that provides only partial information as
to which events occur. The basic idea is this: 𝑐 causes 𝑒 only if there
is a causal model that is uninformative on 𝑒 and in which 𝑒 will occur
if 𝑐 does. We show that our analysis captures more causal scenarios
than any account that tests for counterfactual dependence under certain
contingencies.

We analyse causation between token events. Here is the gist of the analysis:
an event 𝑐 is a cause of another event 𝑒 only if both events occur, and—after
taking out the information whether or not 𝑒 occurs—𝑒 will occur if 𝑐 does.
We will show that the analysis successfully captures a wide range of causal
scenarios, including overdetermination, preemption, switches, and scenarios
of double prevention. This set of scenarios troubles counterfactual accounts
of actual causation. Even sophisticated counterfactual accounts still fail to
deal with all of its members. And they fail for a principled reason: to solve
overdetermination and preemption, they rely on a strategy which gives the
wrong results for switches and a scenario of double prevention. Our analysis,
by contrast, is not susceptible to this principled problem.
Counterfactual accounts try to analyse actual causation in terms of coun-

terfactual dependence. An event 𝑒 counterfactually depends on an event 𝑐 if
and only if (iff), were 𝑐 not to occur, 𝑒 would not occur. Among the accounts
in the tradition of (?), counterfactual dependence between two occurring
events is taken to be sufficient for causation.1 That is, an occurring event 𝑐 is a
cause of a distinct occurring event 𝑒 if, were 𝑐 not to occur, 𝑒 would not occur.
Counterfactual accounts thus ask “what would happen if the putative cause
were absent?” Under this counterfactual assumption they claim causation if
the presumed effect is absent as well.

1 See (?; ?), (?), (?), (?), (?), (?; ?), (?), (?), and many others.
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2 Holger Andreas, Mario Günther & 0000-0001-6208-448X

Overdetermination is troublesome for counterfactual accounts. Consider
the scenario depicted in Figure 1.

𝑐

𝑎

𝑒

Figure 1:

Neuron 𝑐 and neuron 𝑎 fire. The firing of each of 𝑐 and 𝑎 alone suffices to
excite neuron 𝑒. Hence, the common firing of 𝑐 and 𝑎 overdetermines 𝑒 to fire.
Arguably, the firing of 𝑐 is a cause of 𝑒’s excitation, and so is the firing of 𝑎.
What would have happened had 𝑐 not fired? If 𝑐 had not fired, 𝑒 would

have been excited anyways. After all, 𝑎 would still have fired. Hence, as is
well known, 𝑐 is not a cause of 𝑒 on Lewis’s (?) account. More sophisticated
accounts solve the scenario of overdetermination as follows: 𝑐’s excitation is a
cause of 𝑒’s firing because 𝑒’s firing counterfactually depends on 𝑐’s excitation
if 𝑎 were not to fire. The non-actual contingency that 𝑎 does not fire reveals a
hidden counterfactual dependence of the effect 𝑒 on its cause 𝑐. The general
strategy is to test for counterfactual dependence under certain contingencies,
be they actual or non-actual. We call counterfactual accounts relying on this
strategy ‘sophisticated’.2
Numerous sophisticated accounts analyse causation relative to a causal

model. A causalmodel represents a causal scenario by specifyingwhich events
occur and how certain events depend on others. Formally, a causal model
⟨𝑀, 𝑉⟩ is given by a variable assignment 𝑉 and a set𝑀 of structural equations.
For the above scenario of overdetermination,𝑉may be given by the set {𝑐, 𝑎, 𝑒},
which says that all neurons fire.𝑀 is given by {𝑒 = 𝑐∨𝑎}, which says that 𝑒 fires
iff 𝑐 or 𝑎 does. In this causal model, we may set the variable 𝑐 to ¬𝑐, 𝑎 to ¬𝑎
and propagate forward the changes effected by these interventions. Given that

2 Sophisticated counterfactual accounts are, for example, provided by (?), (?), (?), (?), (?), (?), and
(?).
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Actual Causation 3

¬𝑐 and ¬𝑎, the structural equation determines that ¬𝑒. The equation tells us
that 𝑒would not have fired, if 𝑐 had not fired under the contingency that 𝑎 had
not fired. Hence, the above solution of overdetermination can be adopted: 𝑐 is
a cause of 𝑒 (relative to the causal model) because 𝑒 counterfactually depends
on 𝑐 if ¬𝑎 is set by intervention.3
We solve the problem of overdetermination in a different way. The idea is

this: remove enough information about which events occur so that there is no
information on whether or not a putative effect occurs; an event 𝑐 is then a
cause of this effect only if—after the removal of information—the effect will
occur if 𝑐 does.
We use causal models to implement the idea. The result of the informa-

tion removal is given by a causal model ⟨𝑀, 𝑉 ′⟩ that provides only partial
information as to which events occur, but complete information about the
dependences between the events. To outline the preliminary analysis: 𝑐 is a
cause of 𝑒 relative to a causal model ⟨𝑀, 𝑉⟩ iff

1. 𝑐 and 𝑒 are true in ⟨𝑀, 𝑉⟩, and
2. there is 𝑉 ′ ⊂ 𝑉 such that ⟨𝑀, 𝑉 ′⟩ contains no information as to whether

𝑒 is true, but in which 𝑒 will become true if 𝑐 does.

By these conditions, we test whether an event brings about another event in a
causal scenario. Causation is here actual production.
Why is 𝑐’s excitation a cause of 𝑒’s firing in the overdetermination scenario?

Take the causal model ⟨𝑀, 𝑉 ′⟩ that contains no information about whether or
not the effect 𝑒 occurs:

𝑐

𝑎

𝑒

Here, a neuron is dotted iff 𝑉 ′ contains no information as to whether the
neuron fires or not. Since all neurons are dotted, the causal model contains

3 Sophisticated accounts that rely on causal models are, for example, provided by (?), (?), (?), (?),
and (?).

doi: 10.48106/dial.v76.i1.01
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4 Holger Andreas, Mario Günther & 0000-0001-6208-448X

no information on which neurons fire. But it still contains all the information
about dependences among the neurons, as encoded by the structural equation
of the overdetermination scenario. Let us now intervene such that 𝑐 becomes
excited:

𝑐

𝑎

𝑒

The structural equation is triggered and determines 𝑒 to fire. Hence, 𝑐’s
excitation is a cause of 𝑒’s firing on our analysis. The overdetermination
scenario is solved without counterfactually assuming the absence of the cause
and without invoking any contingency.
It should be noted that the recent counterfactual theories of (?) and (?) are

not sophisticated in our sense: they do not test for counterfactual dependence
under certain contingencies. And so they are not susceptible to the princi-
pled problem. Indeed, both theories solve the set of scenarios that troubles
sophisticated accounts. The analysis of (?) relies on a removal of information
just like the analysis proposed here, and can thus be seen as its counterfac-
tual counterpart. We will briefly and favourably compare our analysis to its
counterfactual counterpart in the Conclusion.
In what follows, we refine our analysis, apply it to causal scenarios, and

compare it to counterfactual accounts. In section ??, we introduce our account
of causal models. In section ??, we state a preliminary version of our analysis
and explain its rationale. We apply this analysis to various causal scenarios
in section ??. In response to certain switching scenarios, we amend our pre-
liminary analysis by a condition of weak difference making. In section ??, we
state the final version of our analysis. In section ??, we compare our analysis
to the extant counterfactual accounts. section ?? concludes the paper.

Dialectica



Actual Causation 5

1 Causal Models

In this section, we explain the basic concepts of causal models. Our account
parallels the account of causal models in (?). Unlike Halpern, we introduce
structural equations as formulas and not as functions. Another difference
is that our account is confined to binary variables, the values of which are
represented by literals.4 We will see shortly that these modelling choices
allow us to define causal models in a straightforward way, in particular causal
models that carry only partial information as to which events occur. In the
appendix, we supplement the explanations of the core concepts of causal
models with precise definitions.
Our causal models have two components: a set𝑀 of structural equations

and a consistent set 𝑉 of literals. Where 𝑝 is a propositional variable, 𝑝 is
a positive literal and ¬𝑝 a negative literal. We give literals a semantic role.
The literals in 𝑉 denote which events occur and which do not, that is, which
events and absences are actual. 𝑝 ∈ 𝑉means that the event corresponding to
𝑝 occurs. ¬𝑝 ∈ 𝑉, by contrast, means that no token event 𝑝 of the relevant
type occurs. Since the set of literals is consistent, it cannot be that both 𝑝 and
¬𝑝 are in 𝑉. Arguably, an event cannot both occur and not occur at the same
time.
A structural equation denotes whether an event would occur if some other

events were or were not to occur. Where 𝑝 is a propositional variable and 𝜙 a
propositional formula, we say that

𝑝 = 𝜙

is a structural equation. Each logical symbol of 𝜙 is either a negation, a dis-
junction, or a conjunction. 𝜙 can be seen as a truth function whose arguments
represent occurrences and non-occurrences of events. The truth value of 𝜙
determines whether 𝑝 or ¬𝑝.
Consider the scenario of overdetermination depicted in Figure 1. There

are arrows from the neurons 𝑐 and 𝑎 to the neuron 𝑒. The arrows represent
that the propositional variable 𝑒 is determined by the propositional variables
𝑐 and 𝑎. The specific structural equation of the overdetermination scenario is
𝑒 = 𝑐 ∨ 𝑎. This equation says that 𝑒 occurs iff 𝑐 or 𝑎 does. A set of structural
equations describes dependences between actual and possible token events.

4 With a few modifications, both the framework and the analysis can be extended to non-binary
variables.

doi: 10.48106/dial.v76.i1.01
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6 Holger Andreas, Mario Günther & 0000-0001-6208-448X

For readability, we will represent causal models in two-layered boxes. The
causal model of the overdetermination scenario, for example, is given by
⟨{𝑒 = 𝑐∨𝑎}, {𝑐, 𝑎, 𝑒}⟩. We will depict such causal models ⟨𝑀, 𝑉⟩ in a box, where
the upper layer shows the set𝑀 of structural equations and the lower layer
the set 𝑉 of actual literals. For the overdetermination scenario, we obtain:

𝑒 = 𝑐 ∨ 𝑎
𝑐, 𝑎, 𝑒

We say that a set 𝑉 of literals satisfies a structural equation 𝑝 = 𝜙 just in
case both sides of the equation have the same truth value when plugging in
the literals in 𝑉. In the case of overdetermination, the actual set of literals
satisfies the structural equation. By contrast, the set of literals {𝑐, 𝑎, ¬𝑒} does
not satisfy 𝑒 = 𝑐 ∨ 𝑎. When plugging in the literals, the truth values of 𝑒 and
𝑐 ∨ 𝑎 do not match. We say that a set 𝑉 of literals satisfies a set𝑀 iff 𝑉 satisfies
each member of 𝑀.
The structural equations and the literals determine which events occur and

which do not occur in a causal model. This determination can be expressed by
a relation of satisfaction between a causal model and a propositional formula.

Definition 1. ⟨𝑀, 𝑉⟩ satisfies 𝜙
⟨𝑀, 𝑉⟩ satisfies 𝜙 iff 𝜙 is true in all complete sets 𝑉𝑐 of literals that
extend 𝑉 and satisfy 𝑀. A set 𝑉𝑐 of literals is complete iff each
propositional variable (in the language of M) is assigned to a truth
value by 𝑉𝑐.

If 𝑉 is complete, this definition boils down to: ⟨𝑀, 𝑉⟩ satisfies 𝜙 iff 𝑉 satisfies
𝜙, or 𝑉 does not satisfy𝑀. Provided 𝑉 is complete, ⟨𝑀, 𝑉⟩ satisfies at least one
of 𝜙 and ¬𝜙 for any formula 𝜙.
Our analysis relies on causal models that contain no information as to

whether or not an effect occurs. We say that a causal model ⟨𝑀, 𝑉⟩ is unin-
formative about a formula 𝜙 iff ⟨𝑀, 𝑉⟩ satisfies none of 𝜙 and ¬𝜙. Note that
⟨𝑀, 𝑉⟩ cannot be uninformative on any formula if 𝑉 is complete.
In the scenario of overdetermination, the causal model ⟨𝑀, 𝑉⟩ is unin-

formative on 𝑒 for 𝑉 = ∅. There are four complete extensions that satisfy
𝑀 = {𝑒 = 𝑐 ∨ 𝑎}. One of these is {¬𝑐, ¬𝑎,¬𝑒}. Hence, ⟨𝑀, 𝑉⟩ does not satisfy 𝑒.
Similarly, ⟨𝑀, 𝑉⟩ does not satisfy ¬𝑒. There is a complete extension of 𝑉 that
satisfies𝑀 but fails to satisfy ¬𝑒. The actual set {𝑐, 𝑎, 𝑒} of literals, for example,
but also the sets {𝑐, ¬𝑎, 𝑒} and {¬𝑐, 𝑎, 𝑒}. The structural equation constrains the

Dialectica



Actual Causation 7

overdetermination scenario to four possible cases. These cases are expressed
by the complete sets of literals which satisfy𝑀.
Why is ⟨𝑀, 𝑉⟩not uninformative on 𝑒 for𝑉 = {𝑎}?Well, there is no complete

extension of 𝑉 that satisfies the structural equation in𝑀 but fails to satisfy
𝑒. There are only two such complete extensions: {𝑐, 𝑎, 𝑒} and {¬𝑐, 𝑎, 𝑒}. If 𝑎
remains in the set 𝑉 of literals, 𝑒 is determined independent of whether or
not 𝑐 occurs.
It remains to introduce interventions. Recall that a structural equation

𝑝 = 𝜙 determines the truth value of the variable 𝑝 if certain variables 𝑞
occurring in 𝜙 are given truth values by the literals in 𝑉. To represent an
intervention that sets 𝑝 to one of the truth values, we replace the equation
𝑝 = 𝜙 by the corresponding literal 𝑝 or ¬𝑝. We implement such interventions
by the notion of a submodel.𝑀𝐼 is a submodel of 𝑀 relative to a consistent
set 𝐼 of literals just in case 𝑀𝐼 contains the literals in 𝐼 and the structural
equations of 𝑀 for the variables which do not occur in 𝐼. In symbols,

𝑀𝐼 = {(𝑝 = 𝜙) ∈ 𝑀 ∣ 𝑝 ∉ 𝐼 and ¬𝑝 ∉ 𝐼} ∪ 𝐼.

We denote interventions by an operator [⋅] that takes a model 𝑀 and a
consistent set of literals 𝐼, and returns a submodel. In symbols,𝑀[𝐼] = 𝑀𝐼.
In the overdetermination scenario, for instance, we may intervene on𝑀 =
{𝑒 = 𝑐 ∨ 𝑎} by {¬𝑎}. This yields:𝑀[{¬𝑎}] = {¬𝑎, 𝑒 = 𝑐 ∨ 𝑎}. The causal model
⟨𝑀{¬𝑎}, ∅⟩ satisfies ¬𝑎, and ⟨𝑀{¬𝑎}[{¬𝑐}], ∅⟩ satisfies ¬𝑒. If ¬𝑐 were actual
under the contingency that ¬𝑎, ¬𝑒 would be actual.
Finally, note that the above definition of satisfaction applies to causal mod-

els and causal submodels. The definition does not only capture the relation of
a causal model ⟨𝑀, 𝑉⟩ satisfying a formula 𝜙, but also the relation of a causal
submodel ⟨𝑀𝐼, 𝑉⟩ satisfying such a formula. This is explained further in the
appendix.

2 The Analysis

We are now in a position to spell out our analysis in a more precise way. The
key idea is as follows: for 𝑐 to be a cause of 𝑒, there must be a causal model
⟨𝑀, 𝑉 ′⟩ that is uninformative about 𝑒, while intervening by 𝑐 determines 𝑒 to
be true. The latter condition must be preserved under all interventions by a
set 𝐴 of actual events. In more formal terms:

doi: 10.48106/dial.v76.i1.01
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8 Holger Andreas, Mario Günther & 0000-0001-6208-448X

Definition 2. Actual Cause (Preliminary)
Let ⟨𝑀, 𝑉⟩ be a causal model such that 𝑉 satisfies𝑀. 𝑐 is an actual
cause of 𝑒 relative to ⟨𝑀, 𝑉⟩ iff

(C1) ⟨𝑀, 𝑉⟩ satisfies 𝑐 and 𝑒, and
(C2) there is 𝑉 ′ ⊂ 𝑉 such that ⟨𝑀, 𝑉 ′⟩ is uninformative on 𝑒, while for all

𝐴 ⊆ 𝑉, ⟨𝑀𝐴[{𝑐}], 𝑉 ′⟩ satisfies 𝑒.

The rationale behind our analysis is straightforward: there must be a way in
which a genuine cause actually brings about its effect. This production of the
effect can be reconstructed by means of a causal model ⟨𝑀, 𝑉 ′⟩ that contains
some information of the original causal model ⟨𝑀, 𝑉⟩, but no information
about whether the effect is actual. Or so requires condition (C2).
Furthermore, (C2) says production of an effect must respect actuality. The

idea is that the causal process initiated by a genuine cause must respect what
actually happened. A genuine cause cannot produce its effect via non-actual
events and absences. The process from cause to effect must come about as
it actually happened. This idea requires that a genuine cause must bring
about its effect by events and absences that are actual. We implemented this
requirement as follows: intervening upon the uninformative model ⟨𝑀, 𝑉 ′⟩
by any subset of the actual events and absences 𝑉must preserve that 𝑒 will
become actual if 𝑐 does. Thereby, it is ensured that a genuine cause cannot
bring about its effect by events or absences that are not actual. If 𝑐 is a genuine
cause, there can be no subset 𝐴 of the actual literals 𝑉 that interferes with the
determination of 𝑒 by 𝑐 in the respective uninformative model. We describe
this feature of (C2) as intervention by actuality.

3 Scenarios

In this section,we test our analysis of actual causation against causal scenarios,
and compare the results to the counterfactual accounts due to (?), (?), (?), and
(?). We follow (?) in laying out the structure of causal scenarios by neuron
diagrams. “Neuron diagrams earn their keep”, they write, “by representing
a complex situation clearly and forcefully, allowing the reader to take in
at a glance its central causal characteristics.”5We introduce simple neuron
diagrams for which there is always a corresponding causal model. Our causal

5 This being quoted, there are some shortcomings of neuron diagrams. For details, see (?).

Dialectica



Actual Causation 9

models, however, can capture more causal scenarios than simple neuron
diagrams.
A neuron diagram is a graph-like representation that comes with different

types of arrows and different types of nodes. Any node stands for a neu-
ron, which fires or else does not. The firing of a neuron is visualized by a
gray-shaded node, the non-firing by a white node. For the scenarios to be
considered, we need two types of arrows. Each arrow with a head represents a
stimulatory connection between two neurons, each arrow ending with a black
dot an inhibitory connection. Furthermore, we distinguish between normal
neurons that become excited if stimulated by another and stubborn neurons
whose excitation requires two stimulations. Normal neurons are visualized
by circles, stubborn neurons by thicker circles. A neuron diagram obeys four
rules. First, the temporal order of events is left to right. Second, a normal
neuron will fire if it is stimulated by at least one and inhibited by none. Third,
a stubborn neuron will fire if it is stimulated by at least two and inhibited by
none. Fourth, a neuron will not fire if it is inhibited by at least one.
Typically, neuron diagrams are used to represent events and absences. The

firing of a neuron indicates the occurrence of some event and the non-firing
indicates its non-occurrence. Recall that we analyse causation between token
events relative to a causal model ⟨𝑀, 𝑉⟩, where the causal model represents
the causal scenario under consideration. We thus need a correspondence
between neuron diagrams and causal models.
Here is a recipe to translate an arbitrary neuron diagram, as detailed here,

into a causal model. Given a neuron diagram, the corresponding causal model
can be constructed in a step-wise fashion:
For each neuron 𝑛 of the neuron diagram,

i. assign 𝑛 a propositional variable 𝑝.
ii. If 𝑛 fires, add the positive literal 𝑝 to the set 𝑉 of literals.
iii. If 𝑛 does not fire, add the negative literal ¬𝑝 to 𝑉.
iv. If 𝑛 has an incoming arrow, write on the right-hand side of 𝑝’s structural

equation a propositional formula 𝜙 such that 𝜙 is true iff 𝑛 fires.6

6 The structural equations can be explicitly constructed from the rules governing neuron diagrams.
That is, the catch-all condition (iv) can be replaced by the following clauses. (v) For each stimu-
latory arrow ending in a normal neuron 𝑛, add disjunctively to the right side of 𝑝’s structural
equation the variable that corresponds to the neuron where the arrow originates. (vi) For each
pair of stimulatory arrows ending in a stubborn neuron 𝑛, add disjunctively to the right side of
𝑝’s structural equation the conjunction of the two variables that correspond to the two neurons
where the arrows originate. (vii) For each inhibitory arrow ending in 𝑛, add conjunctively to the

doi: 10.48106/dial.v76.i1.01
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10 Holger Andreas, Mario Günther & 0000-0001-6208-448X

This recipe adds a positive literal 𝑝 to the set 𝑉 of literals for each neuron that
fires, and a negative literal ¬𝑝 for each neuron that dos not fire. Then the
neuron rules are translated into structural equations. One can thus read off a
neuron diagram its corresponding causal model: if a neuron is shaded gray,
𝑝 is in the set 𝑉 of literals of the corresponding causal model; if a neuron is
white, ¬𝑝 is in 𝑉.
We have already added a feature to neuron diagrams in the introduction.

Recall that dotted nodes represent neurons about which there is no infor-
mation as to whether or not they fire. In more formal terms, if 𝑝 ∉ 𝑉 and
¬𝑝 ∉ 𝑉, the corresponding neuron will be dotted. We portray now how our
analysis solves the problems posed by overdetermination, conjunctive causes,
early and late preemption, switches, prevention, and two scenarios of double
prevention.

3.1 Overdetermination

Scenarios of overdetermination are commonly represented by the neuron
diagram depicted in Figure 1. Here is a story that fits the structure of overde-
termination: A prisoner is shot by two soldiers at the same time (𝑐 and 𝑎), and
each of the bullets is fatal without any temporal precedence. Arguably, both
shots should qualify as causes of the death of the prisoner (𝑒).
Our recipe translates the neuron diagram of Figure 1 into the following

causal model ⟨𝑀, 𝑉⟩:

𝑒 = 𝑐 ∨ 𝑎
𝑐, 𝑎, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑐 is a cause of 𝑒. For this to be seen, consider the following
causal model ⟨𝑀, 𝑉 ′⟩ that is uninformative on 𝑒.
Intervening by {𝑐} yields:
Obviously, this causal model determines 𝑒 to be true. In more formal terms,

⟨𝑀{𝑐}, 𝑉 ′⟩ satisfies 𝑒. And intervening by any subset of actual events does
not undo the determination.7 In more detail, any intervention by a subset of

right side of 𝑝’s structural equation the negation of the variable that corresponds to the neuron
where the arrow originates. This translation shows that there is a principled transition from
simple neuron diagrams to our causal models.

7 We will not always explicitly mention this intervention by actuality in the scenarios to come.
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𝑐

𝑎

𝑒
𝑒 = 𝑐 ∨ 𝑎

𝑐

𝑎

𝑒

𝑐
𝑒 = 𝑐 ∨ 𝑎

{𝑐, 𝑎, 𝑒} yields a causalmodel that determines 𝑒 to be true. Due to the symmetry
of the scenario, 𝑎 is a cause of 𝑒.8
Overdetermination is trouble for the counterfactual account of (?). There,

Lewis defines actual causation as the transitive closure of counterfactual
dependence between occurring events. Let 𝑐 and 𝑒 be distinct events. 𝑐 is a
cause of 𝑒 iff 𝑐 and 𝑒 occur, and there is a sequence ⟨𝑐, 𝑑1, ..., 𝑑𝑛, 𝑒⟩ of distinct
events and absences such that each element in the sequence (except the first)
counterfactually depends on its predecessor in a non-backtracking way.9 Re-
call that 𝑒 counterfactually depends on 𝑐 just in case if 𝑐 were not to occur, 𝑒
would not occur. Lewis insists that each counterfactual in the series of coun-
terfactual dependences is non-backtracking.10 A backtracking counterfactual

8 The final analysis of section ?? counts the set {𝑐, 𝑎} as a cause of 𝑒.
9 (?) says that an absence ¬𝑎 is the non-occurrence of any event of type𝐴. If the absence ¬𝑎 had
not been, some token event 𝑎 of type𝐴 would have been. Counterfactual dependence between
occurring events is thus only a special case of counterfactual dependence between actual events
and absences. The latter is still sufficient for causation, or so argues Lewis.

10 See (?), (?), and (?). (?) characterises reasoning by backtracking as follows: “We know that present
conditions have their past causes. […] if the present were different then these past causes would
have to be different”. The exclusion of backtracking counterfactuals plays a crucial role in Lewis’s
analysis of causation. For subtle details regarding backtracking counterfactuals see (?).
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retraces some past causes from an effect: if the effect 𝑒 were not to occur,
its past causes 𝑐 and 𝑎must have been absent. Intuitively, this backtracking
counterfactual is true in the confines of the overdetermination scenario. Yet
Lewis does not allow such backtracking counterfactuals to figure in the series
of counterfactual dependences.
It follows from Lewis’s account that non-backtracking counterfactual de-

pendence between occurring events is sufficient for causation. As soon as
𝑐 and 𝑒 occur, there is a sequence ⟨𝑐, 𝑒⟩. If, in addition, 𝑒 counterfactually
depends on 𝑐 in a non-backtracking way, 𝑐 is a cause of 𝑒. In the scenario of
overdetermination, 𝑐 is not a cause of 𝑒 on this account.11 There is no suitable
series of counterfactual dependences. If 𝑐 had not fired, 𝑒 would have been
excited all the same. After all, 𝑎 would still have fired and excited 𝑒. Due to
the symmetry of the scenario, 𝑎 is not a cause of 𝑒 either. But then, what
caused the death of the prisoner? Surely, we do not want to say that the death
is uncaused.
The counterfactual accounts of causation due to (?) and (?) solve the sce-

nario of overdetermination as follows: 𝑐 is a cause of 𝑒 because 𝑒 counterfac-
tually depends on 𝑐 if ¬𝑎 is set by intervention. Their tests for causation allow
for non-actual contingencies, that is, to set variables to non-actual values and
to keep them fixed at these non-actual values. We will see that this feature is
problematic in switching scenarios and extended double prevention.
(?) modifies the (?) definition of actual causation. The main difference is

that the modified definition admits only actual contingencies for the counter-
factual test. Hence, the modified definition fails to recognize the individual
overdeterminers as actual causes, while it counts the set {𝑐, 𝑎} of overdetermin-
ers to be an actual cause of 𝑒.12 It has troubles to handle overdetermination,
as already pointed out by (?). This indicates that overdetermination haunts
counterfactual accounts to date.

3.2 Conjunctive Causes

In a scenario of conjunctive causes, an effect occurs only if two causes obtain.
The following neuron diagram depicts a scenario of conjunctive causes:

11 (?) refines his earlier account. There, the idea to hold certain events fixed while altering others
surfaces (?). However, he does not advocate to keep certain merely possible events or absences
fixed. Hence, his refined account does not solve overdetermination either.

12 This being said, (?) calls each conjunct of an actual cause part of a cause.

Dialectica



Actual Causation 13

𝑐

𝑎

𝑒

Figure 2:

The neurons 𝑐 and 𝑎 fire. Together they bring the stubborn neuron 𝑒 to fire.
Had one of 𝑐 and 𝑎 not fired, 𝑒 would not have been excited. Hence, the firing
of both neurons is necessary for 𝑒’s excitation.
Our recipe translates the neuron diagram of figure 2 into the following

causal model ⟨𝑀, 𝑉⟩:

𝑒 = 𝑐 ∧ 𝑎
𝑐, 𝑎, 𝑒

The scenario of conjunctive causes differs from the scenario of overdeter-
mination only in the structural equation for 𝑒. While the structural equation
is disjunctive in the scenario of overdetermination, here the equation is con-
junctive. The occurrence of both events, 𝑐 and 𝑎, is necessary for 𝑒 to occur.
Relative to ⟨𝑀, 𝑉⟩, 𝑐 is a cause of 𝑒. For this to be seen, consider the following

causal model ⟨𝑀, 𝑉 ′⟩ that is uninformative on 𝑒.

𝑐

𝑎

𝑒
𝑒 = 𝑐 ∧ 𝑎
𝑎

Intervening by {𝑐} yields:
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𝑐

𝑎

𝑒

𝑐
𝑒 = 𝑐 ∧ 𝑎
𝑎

Obviously, this causal model determines 𝑒 to be true. In more formal terms,
⟨𝑀{𝑐}, 𝑉 ′⟩ satisfies 𝑒. Again, due to the symmetry of the scenario, 𝑎 is a cause
of 𝑒.13
At first sight, conjunctive causes seem to be no problem for counterfactual

accounts. If 𝑐 had not fired, 𝑒 would not have fired. Hence, on the counter-
factual accounts, 𝑐 is a cause of 𝑒. And by the symmetry of the scenario, 𝑎
is a cause of 𝑒. However, the accounts due to (?) and (?) do not allow sets of
events to be causes, unlike the definitions of actual causation provided by (?)
and (?). Yet the latter definitions still do not count the set containing 𝑐 and 𝑎
as an actual cause of 𝑒 in this scenario of conjunctive causes. Hence, none of
these counterfactual accounts counts the set containing the two individual
causes as a cause of the effect. This is peculiar for reasons worked out by (?).

3.3 Early Preemption

Preemption scenarios are about backup processes: there is an event 𝑐 that,
intuitively, causes 𝑒. But even if 𝑐 had not occurred, there is a backup event 𝑎
that would have brought about 𝑒. (?) take the following neuron diagram as
canonical example of early preemption:
𝑐’s firing excites neuron 𝑑, which in turn leads to an excitation of neuron 𝑒.

At the same time, 𝑐’s firing inhibits the excitation of 𝑏. Had 𝑐 not fired, however,
𝑎 would have excited 𝑏, which in turn would have led to an excitation of 𝑒.
The actual cause 𝑐 preempts the mere potential cause 𝑎.14
Our recipe translates the neuron diagram of early preemption into the

following causal model ⟨𝑀, 𝑉⟩:

13 The final analysis of section ?? counts the set {𝑐, 𝑎} as a cause of 𝑒.
14 Following (?), we take themodel of symmetric overdetermination in section ?? to be inappropriate

for representing the structure of the early preemption scenario.
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𝑐

𝑎

𝑑

𝑏

𝑒

Figure 3:

𝑑 = 𝑐
𝑏 = 𝑎 ∧ ¬𝑐
𝑒 = 𝑑 ∨ 𝑏
𝑐, 𝑎, 𝑑, ¬𝑏, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑐 is a cause of 𝑒. For this to be seen, consider the following
causal model ⟨𝑀, 𝑉 ′⟩ that is uninformative on 𝑒.

𝑐

𝑎

𝑑

𝑏

𝑒

𝑑 = 𝑐
𝑏 = 𝑎 ∧ ¬𝑐
𝑒 = 𝑑 ∨ 𝑏
¬𝑏

Intervening by {𝑐} yields:
Obviously, this causal model determines 𝑒 to be true. In more formal terms,

⟨𝑀{𝑐}, 𝑉 ′⟩ satisfies 𝑒.
Relative to ⟨𝑀, 𝑉⟩, 𝑎 is not a cause of 𝑒. The reason is that actuality inter-

venes. The causal model ⟨𝑀, 𝑉 ′⟩ is uninformative on 𝑒 only for 𝑉 ′ = ∅ or
𝑉 ′ = {¬𝑏}. Intervening on ⟨𝑀, 𝑉 ′⟩ by {¬𝑏} yields a causal model in which 𝑎
does not produce 𝑒, independently of the cho ice of 𝑉 ′. In more formal terms,
⟨𝑀{¬𝑏}[{𝑎}], 𝑉 ′⟩ does not satisfy 𝑒. For each choice of 𝑉 ′, there is a complete
extension that satisfies the structural equations 𝑎,¬𝑏, 𝑑 = 𝑐, and 𝑒 = 𝑑 ∨ 𝑏
but does not satisfy 𝑒. This extension of 𝑉 ′ is {𝑎, ¬𝑏, ¬𝑐, ¬𝑑,¬𝑒}. Intuitively, 𝑎
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𝑐

𝑎

𝑑

𝑏

𝑒

𝑐
𝑑 = 𝑐
𝑏 = 𝑎 ∧ ¬𝑐
𝑒 = 𝑑 ∨ 𝑏
¬𝑏

is not a genuine cause of 𝑒 since 𝑎 would produce 𝑒 only via an event 𝑏 that
did not actually occur. Hence, 𝑎 is not a cause of 𝑒 because 𝑎 does not actually
produce 𝑒.
Lewis’s (?) account solves early preemption. In Figure 3, 𝑐 is a cause of 𝑒.

Both occur and there is a sequence ⟨𝑐, 𝑑, 𝑒⟩ such that 𝑒 counterfactually de-
pends in a non-backtracking way on 𝑑, and 𝑑 does so on 𝑐. The counterfactual
“if 𝑑 had not fired, its cause 𝑐 would have to have not fired” is backtracking.
Barring backtracking, we do not obtain that 𝑏 would have fired because 𝑐 did
not and thus 𝑏 would not be inhibited. Hence, if 𝑑 had not fired, 𝑏 would still
not have fired. And so “If 𝑑 had not fired, 𝑒 would not have fired” comes out
true under the non-backtracking requirement. 𝑎 is not a cause of 𝑒. For there
is no sequence of events and absences from 𝑎 to 𝑒where each counterfactually
depends on its predecessor in a non-backtracking way. If 𝑏 had fired, 𝑒 would
still have fired.
The solution to early preemption by (?) and (?) is analogous to their solution

for overdetermination. 𝑐 is a cause of 𝑒 because 𝑒 counterfactually depends
on 𝑐 under the contingency that ¬𝑏. By contrast to their solution for overde-
termination, the contingency is actual in cases of early preemption. Hence,
Halpern’s (?) account solves early preemption as well.

3.4 Late Preemption

(?) subdivides preemption into early and late. We have discussed early pre-
emption in the previous section: a backup process is cut off before the process
started by the preempting cause brings about the effect. In scenarios of late
preemption, by contrast, the backup process is cut off only because the gen-
uine cause brings about the effect before the preempted cause could do so. (?)
provides the following story for late preemption:
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Billy and Suzy throw rocks at a bottle. Suzy throws first, or maybe
she throws harder. Her rock arrives first. The bottle shatters.When
Billy’s rock gets to where the bottle used to be, there is nothing
there but flying shards of glass. Without Suzy’s throw, the impact
of Billy’s rock on the intact bottle would have been one of the
final steps in the causal chain from Billy’s throw to the shattering
of the bottle. But, thanks to Suzy’s preempting throw, that impact
never happens.

Crucially, the backup process initiated by Billy’s throw is cut off only by Suzy’s
rock impacting the bottle. Until her rock impacts the bottle, there is always a
backup process that would bring about the shattering of the bottle an instant
later.15
(?) propose a causal model for late preemption, which corresponds to the

following neuron diagram:

𝑐

𝑎

𝑑

𝑏

𝑒

Figure 4:

Suzy throws her rock (𝑐) and Billy his (𝑎). Suzy’s rock impacts the bottle
(𝑑), and so the bottle shatters (𝑒). Suzy’s rock impacting the bottle (𝑑) prevents
Billy’s rock from impacting the bottle (¬𝑏). (The “inhibitory signal” from 𝑑
takes “no time” to arrive at 𝑏.)
Our recipe translates the neuron diagram of late preemption into the fol-

lowing causal model ⟨𝑀, 𝑉⟩:

15 The problem posed by late preemption can be solved by fine-grained individuation conditions
for events. According to these conditions, the shattering of the bottle and the shattering of the
bottle an instant later are two different events. By adopting this strategy counterfactual accounts
run into the trouble of spurious causation: they identify causal relations where, intuitively, there
are none. See, for instance, (?), (?) and (?).
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𝑑 = 𝑐
𝑏 = 𝑎 ∧ ¬𝑑
𝑒 = 𝑑 ∨ 𝑏
𝑐, 𝑎, 𝑑, ¬𝑏, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑐 is a cause of 𝑒. For this to be seen, consider the following
causal model ⟨𝑀, 𝑉 ′⟩ that is uninformative on 𝑒.

𝑐

𝑎

𝑑

𝑏

𝑒

𝑑 = 𝑐
𝑏 = 𝑎 ∧ ¬𝑑
𝑒 = 𝑑 ∨ 𝑏
¬𝑏

Intervening by {𝑐} yields:

𝑐

𝑎

𝑑

𝑏

𝑒

𝑐
𝑑 = 𝑐
𝑏 = 𝑎 ∧ ¬𝑑
𝑒 = 𝑑 ∨ 𝑏
¬𝑏

Obviously, this causal model determines 𝑒 to be true. In more formal terms,
⟨𝑀{𝑐}, 𝑉 ′⟩ satisfies 𝑒.
Relative to ⟨𝑀, 𝑉⟩, 𝑎 is not a cause of 𝑒. The intuitive reason is that Billy’s

rock did not actually impact the bottle. The formal reasoning is perfectly
analogous to the one for the scenario of early preemption in the previous
section. Our analysis solves early and late preemption in a uniform manner.
Lewis’s (?) account does not solve late preemption. Suzy’s throw (𝑐) is not

a cause of the bottle shattering (𝑒). There is no sequence ⟨𝑐, ..., 𝑒⟩ of events
and absences such that each event (except 𝑐) counterfactually depends on
its predecessor in a non-backtracking way. There is, of course, the sequence
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⟨𝑐, 𝑑, 𝑒⟩, and if Suzy had not thrown (¬𝑐), her rock would not have impacted
the bottle (¬𝑑). However, if Suzy’s rock had not impacted the bottle (¬𝑑),
the bottle would have shattered anyways (𝑒). The reason is that—on a non-
backtracking reading—if Suzy’s rock had not impacted the bottle (¬𝑑), Billy’s
rock would have (𝑏). But if Billy’s rock had impacted the bottle (𝑏), it would
have shattered (𝑒). By contrast to scenarios of early preemption, there is no
chain of stepwise dependences that run from cause to effect: there is no
sequence of non-backtracking counterfactual dependences that links Suzy’s
throw and the bottle’s shattering.16
The counterfactual accounts of causation due to (?), (?), and (?) solve the

scenario of late preemption analogous to early preemption. 𝑐 is a cause of 𝑒
because 𝑒 counterfactually depends on 𝑐 under the contingency that ¬𝑏.

3.5 Simple Switch

In switching scenarios, some event 𝑓 helps to determine the causal path
by which some event 𝑒 is brought about (?). The following neuron diagram
represents a simple version of a switching scenario:

𝑓

𝑟

𝑙

𝑒

Figure 5:

The firing of neuron 𝑓 excites 𝑟’s firing, which in turn excites neuron 𝑒. At
the same time, 𝑓’s firing inhibits the excitation of 𝑙. The neuron 𝑙 is a little
special: it would have been excited in case 𝑓 had not fired. 𝑓 determines which

16 (?) claims to solve late preemption. This claim is highly controversial. See, for instance, (?).
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one of 𝑙 and 𝑟 is firing, and thus determines the causal path by which 𝑒 is
excited. We say 𝑓 acts like a switch as to 𝑒.
Let us supplement our neuron diagram by a story due to (?). Flipper is

standing by a switch in the railroad tracks. A train approaches in the distance.
She flips the switch (𝑓), so that the train travels down the right track (𝑟),
instead of the left (𝑙). Since the tracks reconverge up ahead, the train arrives
at its destination all the same (𝑒). We agree with Hall that flipping the switch
is not a cause of the train’s arrival. The story assumes that flipping the switch
makes no difference to the train’s arrival: “the train arrives at its destination
all the same”. The flipping merely switches the causal path by which the train
arrives.17
Our recipe translates the neuron diagram of the switching scenario into

the following causal model ⟨𝑀, 𝑉⟩:

𝑙 = ¬𝑓
𝑟 = 𝑓
𝑒 = 𝑙 ∨ 𝑟
𝑓, ¬𝑙, 𝑟, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑓 is not a cause of 𝑒. The reason is that there exists
no causal model ⟨𝑀, 𝑉 ′⟩ uninformative on 𝑒. Any complete extension of the
empty set 𝑉 ′ of literals that satisfies the structural equations of 𝑀 contains
𝑒. In fact, there are only two complete extensions that satisfy the structural
equations, viz. the actual {𝑓, ¬𝑙, 𝑟, 𝑒} and the non-actual {¬𝑓, 𝑙, ¬𝑟, 𝑒}. The
structural equations in𝑀 determine 𝑒 no matter what.18
Our analysis requires for 𝑐 to be a cause of 𝑒 that there must be a causal

model uninformative about 𝑒 in which 𝑐 brings about 𝑒. The idea is that, for an
event to be caused, it must arguably be possible that the event does not occur.
However, in the switching scenario, there is no causal model uninformative
on 𝑒 in the first place. Hence, 𝑓 is not a cause of 𝑒 in the simple switch.

17 There is a noteworthy difference between switching scenarios and scenarios of preemption. If
the non-actual switch position ¬𝑓 were actual, ¬𝑓 would help bring about 𝑒. By contrast, if it
were actual that the genuine cause does not occur in scenarios of preemption, it’s absence would
not help bring about the effect. If Suzy were not to throw her rock, her not throwing would not
help to bring about the bottle’s shattering.

18 (?) writes that the “basic” switch in (?) has “the obvious causal model”: 𝑀 = {𝑏 = 𝑎, 𝑙 =
𝑏 ∧ 𝑓, 𝑟 = 𝑏 ∧ ¬𝑓, 𝑒 = 𝑙 ∨ 𝑟}, 𝑉 = {𝑎, 𝑏, 𝑓, 𝑙, ¬𝑟, 𝑒}. Relative to this causal model, our analysis
says that 𝑓 is not a cause of 𝑒, as desired. Relative to the causal scenario, where the equation for
𝑒 is replaced by 𝑒 = 𝑙, our analysis says that 𝑓 is a cause of 𝑒, as desired (?).
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A simplistic counterfactual analysis says that an event 𝑐 is a cause of a
distinct event 𝑒 just in case both events occur, and 𝑒 would not occur if 𝑐 had
not occurred. This suggests that the switching scenario is no challenge for
counterfactual accounts, because 𝑒 would occur even if 𝑓 had not. And yet it
turns out that cases like the switching scenario continue to be troublesome
for counterfactual accounts.
Recall that (?) defines actual causation to be the transitive closure of non-

backtracking counterfactual dependence between occurring events. In the
switching scenario, 𝑓, 𝑟, and 𝑒 occur, and both 𝑟 counterfactually depends on
𝑓 in a non-backtracking way and 𝑒 does so on 𝑟. Barring backtracking, if 𝑟
had not fired, 𝑒 would not have fired. By the transitive closure imposed on the
one-step causal dependences, (?) is forced to say that 𝑓 is a cause of 𝑒.19
The sufficiency of (non-backtracking) counterfactual dependence for cau-

sation is widely shared among the accounts in the tradition of Lewis, for
instance by (?), (?), (?; ?), and (?). However, the counterfactual accounts based
on structural equations reject the transitivity of causation. Still, (?) counts 𝑓 to
be a cause of 𝑒. The reason is that there is an active causal path from 𝑓 over 𝑟
to 𝑒 and keeping the off-path variable 𝑙 fixed at its actual value induces a coun-
terfactual dependence of 𝑒 on 𝑓. Similarly, (?) and (?) count 𝑓 to be a cause of
𝑒, since 𝑒 counterfactually depends on 𝑓 under the actual contingency that ¬𝑙.
Hence, even the contemporary counterfactual accounts misclassify 𝑓 to be a
cause of 𝑒.20 Allowing for actual contingencies solved preemption, but leads
to trouble in switching scenarios. Without allowing for actual contingencies,
it is unclear how the counterfactual accounts solve preemption. It seems as if
the sophisticated counterfactual accounts have no choice here but to take one
hit.

3.6 Realistic Switch

The representation of switching scenarios is controversial. Some authors
criticize the simple switch in Figure 5 from the previous section because they
believe that any “real-world” event has more than one causal influence (e.g.
?). The idea is that the train can only pass on the right track because nothing
blocks the track, it is in good conditions, and so on. These critics insist on

19 (?) still imposes transitivity on his refined analysis of causation. As a result, the refined anlysis is
also forced to say that 𝑓 is a cause of 𝑒 in the switching scenario.

20 (?) uses normality considerations to solve the present switching scenario. See (?) for a criticism
of this strategy.
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“realistic” scenarios in which there is always more than just one event that
causally affects another. The simple switch is thus inappropriate because there
must be another neuron whose firing is necessary for the excitation of 𝑙. Some
authors then quickly point out that the causal model of the resulting switch
is indistinguishable from the one of early preemption (e.g. ?). And this is a
problem for any account of causation that only relies on causal models. For 𝑐
should intuitively be a cause of 𝑒 in early preemption, but 𝑓 should not be a
cause in a “realistic” switching scenario.21
It is too quick to point out that switches and early preemption are struc-

turally indistinguishable. After all, the critics who insist on “realistic” scenar-
ios are bound to say that there should also be another neuron whose firing is
necessary for the excitation of 𝑟. This restores the symmetry between 𝑙 and
𝑟 which seems to be essential to switching scenarios. The following neuron
diagram depicts our realistic switch:

𝑓

𝑔

ℎ

𝑟

𝑙

𝑒

Figure 6:

The joint firing of neurons 𝑓 and ℎ excites 𝑟’s firing, which in turn excites
neuron 𝑒. At the same time, 𝑓’s firing inhibits the excitation of 𝑙. Had 𝑓 not
fired, the firing of 𝑔 would have excited 𝑙, which in turn would have excited 𝑒.

21 The problem posed by structurally indistinguishable causal models where our intuitive causal
judgments differ is further discussed in section ??.
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In the actual circumstances, 𝑓 determines which one of 𝑙 and 𝑟 is firing, and
thus acts like a switch as to 𝑒.
Our recipe translates the neuron diagram of our realistic switch into the

following causal model ⟨𝑀, 𝑉⟩:

𝑙 = 𝑔 ∧ ¬𝑓
𝑟 = 𝑓 ∧ ℎ
𝑒 = 𝑙 ∨ 𝑟
𝑔, 𝑓, ℎ, ¬𝑙, 𝑟, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑓 is a cause of 𝑒 according to our preliminary analy-
sis. For this to be seen, consider the following causal model ⟨𝑀, 𝑉 ′⟩ that is
uninformative on 𝑒.

𝑓

𝑔

ℎ

𝑟

𝑙

𝑒

𝑙 = 𝑔 ∧ ¬𝑓
𝑟 = 𝑓 ∧ ℎ
𝑒 = 𝑙 ∨ 𝑟
ℎ

Intervening by {𝑓} yields:
Obviously, this causal model determines 𝑒 to be true. In more formal terms,

⟨𝑀{𝑓}, 𝑉 ′⟩ satisfies 𝑒. Our preliminary analysis wrongly counts the “realistic
switch” 𝑓 as a cause of 𝑒.
It is time to amend our preliminary analysis by a condition of weakdifference

making. The idea is this: if some event 𝑐 is a cause of an event 𝑒, then it is not
the case that ¬𝑐 would be a cause of the same event 𝑒. (?) convinces us that
this principle of weak difference making is a condition “the true analysis of
causation (if there is such a thing) would have to meet”.22 But this condition

22 For more details, see (?).
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𝑓

𝑔

ℎ

𝑟

𝑙

𝑒

𝑓
𝑙 = 𝑔 ∧ ¬𝑓
𝑟 = 𝑓 ∧ ℎ
𝑒 = 𝑙 ∨ 𝑟
ℎ

is violated by “realistic switches”: 𝑓 helps to bring about an effect 𝑒, and so
would the non-actual ¬𝑓. So a “realistic switch” is not a cause if we demand
of any genuine cause 𝑐 of some effect 𝑒 that ¬𝑐 would not also bring about 𝑒.
We demand that ¬𝑐 would not also bring about 𝑒 by the following condition:

C3. There is no 𝑉″ ⊂ 𝑉 ∖ {𝑐} such that ⟨𝑀, 𝑉″⟩ is uninformative on
𝑒 and ⟨𝑀[{¬𝑐}], 𝑉″⟩ satisfies 𝑒.

(C3) demands that there is no causal model uninformative on 𝑒 in which 𝑒 is
actual if ¬𝑐 is. The condition ensures that a cause is a difference maker in the
weak sense that its presence and its absence could not bring about the same
effect. This implies Sartorio’s principle of weak difference making: if 𝑐 is a
cause of 𝑒, then¬𝑐would not also be a cause of 𝑒. And note that our condition
of difference making is weaker than the difference-making requirement of
(sophisticated) counterfactual accounts of causation. Unlike them, we do not
require that ¬𝑒 is actual under the supposition that ¬𝑐 is actual (given certain
contingencies).
(C3) ensures that 𝑓 is not a cause of 𝑒 in the realistic switch. For this to be

seen, consider the following causal model ⟨𝑀, 𝑉″⟩ that is uninformative on 𝑒.
Intervening by {¬𝑓} yields:
Obviously, this causal model determines 𝑒 to be true. In more formal terms,

⟨𝑀{𝑓}, 𝑉″⟩ satisfies 𝑒. Our preliminary analysis amended by (C3) says that the
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𝑓

𝑔

ℎ

𝑟

𝑙

𝑒

𝑙 = 𝑔 ∧ ¬𝑓
𝑟 = 𝑓 ∧ ℎ
𝑒 = 𝑙 ∨ 𝑟
𝑔

𝑓

𝑔

ℎ

𝑟

𝑙

𝑒

𝑓
𝑙 = 𝑔 ∧ ¬𝑓
𝑟 = 𝑓 ∧ ℎ
𝑒 = 𝑙 ∨ 𝑟
ℎ
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“realistic switch”𝑓 is not a cause of 𝑒, as desired.23Wewill leave it as an exercise
for the reader to check that (C3) does not undo any causes our preliminary
definition identifies in this paper, except for the “realistic switches”.
Lewis’s (?) account misclassifies 𝑓 as a cause of 𝑒 in our realistic switch. As

in the simple switch, there is a causal chain running from 𝑓 to 𝑒: the sequence
⟨𝑓, 𝑟, 𝑒⟩ of actual events such that each event (except 𝑓) counterfactually de-
pends on its predecessor in a non-backtracking way. Similarly, (?), (?), and (?)
all misclassify 𝑓 as a cause of 𝑒. The reasons are analogous to the reasons in
the simple switch. Roughly, 𝑒 counterfactually depends on 𝑓 when 𝑙 is fixed
at its actual value.

3.7 Prevention

To prepare ourselves for a discussion of double prevention, let us take a look
at simple prevention first. (?) represent the basic scenario of prevention by
the following neuron diagram:

𝑐

𝑑

𝑒

Figure 7:

Neuron 𝑐 fires and thereby inhibits that neuron 𝑒 gets excited. 𝑒would have
been excited by 𝑑 if the inhibitory signal from 𝑐 were absent. But as it is, 𝑐
prevents 𝑒 from firing. That is, 𝑐 causes ¬𝑒 by prevention.

23 (?)modifies Paul’s (?) “basic” switch of fn. 18. Themodified switch has the “obvious causalmodel”:
𝑀 = {𝑏 = 𝑎, 𝑙 = 𝑔∧𝑏∧𝑓, 𝑟 = 𝑏∧ℎ∧¬𝑓, 𝑒 = 𝑙∨𝑟}, 𝑉 = {𝑎, 𝑔, 𝑏, ℎ, 𝑓, 𝑙, ¬𝑟, 𝑒}. Relative to this
causal model, (C3) rules out that𝑓 is a cause of 𝑒, as desired. (?) and (?) propose tomodel the train
scenario by the following causalmodel:𝑀 = {𝑒 = (𝑓∧¬𝑙𝑏)∨(¬𝑓∧¬𝑟𝑏)}, 𝑉 = {𝑓,¬𝑙𝑏,¬𝑟𝑏, 𝑒}.
The variables 𝑟𝑏 and 𝑙𝑏 indicate whether or not the right and left track are blocked, respectively.
Relative to this causal model, (C3) rules out that 𝑓 is a cause of 𝑒, as desired.
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Our recipe translates the neuron diagram of prevention into the following
causal model ⟨𝑀, 𝑉⟩:

𝑒 = ¬𝑐 ∧ 𝑑
𝑐, 𝑑, ¬𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑐 is a cause of ¬𝑒. For this to be seen, consider the
following causal model ⟨𝑀, 𝑉 ′⟩ that is uninformative on ¬𝑒.

𝑐

𝑑

𝑒
𝑒 = ¬𝑐 ∧ 𝑑
𝑑

Intervening by {𝑐} yields:

𝑐

𝑑

𝑒

𝑐
𝑒 = ¬𝑐 ∧ 𝑑
𝑑

Obviously, this causalmodel determines¬𝑒 to be true. Inmore formal terms,
⟨𝑀{𝑐}, 𝑉 ′⟩ satisfies ¬𝑒. Moreover, 𝑑 is not a cause of ¬𝑒 relative to ⟨𝑀, 𝑉⟩. Any
causal model ⟨𝑀, 𝑉 ′⟩ uninformative on ¬𝑒 must be uninformative on 𝑐 as
well. Intervening by 𝑑 in ⟨𝑀, 𝑉 ′⟩ does not determine ¬𝑒.
Counterfactual accounts face no challenge here. If 𝑐 had not fired, 𝑒 would

have fired. Counterfactual dependence between actual events and absences is
sufficient for causation. Hence, 𝑐 is a cause of ¬𝑒. If 𝑑 had not fired, 𝑒 would
not have fired, even under the contingency that 𝑐 did not fire. Hence, 𝑑 is not
a cause of ¬𝑒.
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3.8 Double Prevention

Double prevention can be characterized as follows. 𝑐 is said to double prevent
𝑒 if 𝑐 prevents an event that, had it occurred, would have prevented 𝑒. In other
words, 𝑐 double prevents 𝑒 if 𝑐 cancels a threat for 𝑒’s occurrence. (?) represent
an example of double prevention by the following neuron diagram:

𝑎 𝑒

𝑑𝑏

𝑐

Figure 8:

𝑐’s firing prevents 𝑑’s firing, which would have prevented 𝑒’s firing. The
example of double prevention exhibits a counterfactual dependence: given
that 𝑏 fires, 𝑒’s firing counterfactually depends on 𝑐’s firing. If 𝑐 did not fire, 𝑑
would fire, and thereby prevent 𝑒 from firing. Hence, 𝑐’s firing double prevents
𝑒’s firing in Figure 8. In other words, 𝑐’s firing cancels a threat for 𝑒’s firing,
viz. the threat originating from 𝑏’s firing.
(?) say that 𝑐 is a cause of 𝑒 in the scenario of Figure 8. They thereby confirm

that there is causation by double prevention. 𝑒 counterfactually depends on
𝑐. Hence, the accounts of causation due to (?; ?), (?), (?), and (?) agree with
Paul and Hall in counting 𝑐 a cause of 𝑒. How does our account fare?
Our recipe translates the neuron diagram of double prevention into the

following causal model ⟨𝑀, 𝑉⟩:
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𝑑 = 𝑏 ∧ ¬𝑐
𝑒 = 𝑎 ∧ ¬𝑑
𝑎, 𝑏, 𝑐, ¬𝑑, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑐 is a cause of 𝑒. For this to be seen, consider the following
causal model ⟨𝑀, 𝑉 ′⟩ that is uninformative on 𝑒.

𝑎 𝑒

𝑑𝑏

𝑐

𝑑 = 𝑏 ∧ ¬𝑐
𝑒 = 𝑎 ∧ ¬𝑑
𝑎, 𝑏

Intervening by {𝑐} yields:
Obviously, this causal model determines ¬𝑑 and so 𝑒 to be true. In more

formal terms, ⟨𝑀{𝑐}, 𝑉 ′⟩ satisfies 𝑒.

3.9 Extended Double Prevention

(?) presents an extension of the scenario depicted in Figure 8. The extended
double prevention scenario fits the structure of the following neuron diagram:
Figure 9 extends Figure 8 by neuron 𝑑, which figures as a common cause of

𝑏 and 𝑐. 𝑑 starts a process via 𝑏 that threatens to prevent 𝑒. At the same time,
𝑑 initiates another process via 𝑐 that prevents the threat. 𝑑 cancels its own
threat—the threat via 𝑏—to prevent 𝑒. In the example of the previous section,
the threat originated independent of its preventer. Here, by contrast, 𝑑 creates
and cancels the threat to prevent 𝑒. This difference is sufficient for 𝑑 not to be a
cause of 𝑒, or so argue for instance (?). Observe that the structure characteristic
of double prevention is embedded in Figure 9. The firing of neuron 𝑐 inhibits
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𝑎 𝑒

𝑑𝑏

𝑐

𝑐
𝑑 = 𝑏 ∧ ¬𝑐
𝑒 = 𝑎 ∧ ¬𝑑
𝑎, 𝑏

𝑎 𝑒

𝑓𝑏

𝑐𝑑

Figure 9:
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𝑓’s firing that, had it fired, would have inhibited 𝑒’s firing. Nevertheless, this
scenario of double prevention exhibits an important difference to its relative
of the previous section: 𝑒 does not counterfactually depend on 𝑑. If 𝑑 had not
fired, 𝑒 would still have fired.
(?) provides a story that matches the structure of the scenario. A hiker is

on a beautiful hike (𝑎). A boulder is dislodged (𝑑) and rolls toward the hiker
(𝑏). The hiker sees the boulder coming and ducks (𝑐), so that he does not get
hit by the boulder (¬𝑓). If the hiker had not ducked, the boulder would have
hit him, in which case the hiker would not have continued the hike. Since,
however, he was clever enough to duck, the hiker continues the hike (𝑒).
(?) calls the subgraph 𝑑−𝑏−𝑐−𝑓 a short circuitwith respect to 𝑒: the boulder

threatens to prevent the continuation of the hike, but provokes an action
that prevents this threat from being effective. Like switching scenarios, the
scenario seems to show that there are cases where causation is not transitive:
the dislodged boulder 𝑑 produces the ducking of the hiker 𝑐, which in turn
enables the hiker to continue the hike 𝑒. But it is counterintuitive to say that
the dislodging of the boulder 𝑑 causes the continuation of the hike 𝑒. After
all, the dislodgement of the boulder is similar to a switch as to the hiker not
getting hit by the boulder: 𝑑 helps to bring about ¬𝑓, and if ¬𝑑 were actual,
¬𝑑 would also help to bring about ¬𝑓. In this sense, 𝑑 is causally inert.
Our recipe translates the neuron diagram of the boulder scenario into the

following causal model ⟨𝑀, 𝑉⟩:

𝑏 = 𝑑
𝑐 = 𝑑
𝑓 = 𝑏 ∧ ¬𝑐
𝑒 = 𝑎 ∧ ¬𝑓
𝑎, 𝑑, 𝑏, 𝑐, ¬𝑓, 𝑒

Relative to ⟨𝑀, 𝑉⟩, 𝑑 is not a cause of 𝑒. The reason is that the causal model
⟨𝑀, 𝑉 ′⟩ is only uninformative on 𝑒 if 𝑎 is not in 𝑉 ′. But then ⟨𝑀{𝑑}, 𝑉 ′⟩ does
not satisfy 𝑒.
In words, the causal model ⟨𝑀, 𝑉 ′⟩ is uninformative about 𝑒 only if 𝑎 is

not in the set 𝑉 ′ of literals. But then intervening with 𝑑 does not make 𝑒 true.
After all, 𝑎 is necessary for determining 𝑒. If we were to keep 𝑎 in the literals,
the model would not be uninformative. There is no complete extension of
𝑉 ′ = {𝑎} that satisfies all the structural equations of 𝑀 but fails to satisfy 𝑒.
On Lewis’s (?) account, 𝑑 is a cause of 𝑒. There is a sequence ⟨𝑑, 𝑐, ¬𝑓, 𝑒⟩

of events and absences such that each element (except 𝑑) counterfactually
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depends on its predecessor in a non-backtrackingway. The structural equation
accounts of (?), (?), and (?) classify 𝑑 as a cause of 𝑒. The reason is that 𝑒
counterfactually depends on 𝑑 under the contingency that 𝑏.
The situation is bad for the sophisticated counterfactual accounts. While

their general strategy to allow for possibly non-actual contingencies solves
overdetermination and preemption, it is the very same strategy that is at fault
for the unintuitive results in the switching scenario and extended double
prevention. The backfiring of their general strategy casts doubt on whether it
waswellmotivated in the first place. If the general strategy ismerelymotivated
by solving overdetermination, it turns out that overdetermination still haunts
the sophisticated accounts of causation. By contrast to these counterfactual
accounts, our analysis of actual causation solves overdetermination without
further ado. Our analysis has thus a major advantage over the sophisticated
counterfactual accounts.

4 Final Analysis

In section ??, we stated a preliminary version of our analysis and amended
it in section ?? by condition (C3). The amended version is still preliminary
because it assumes that both the cause and the effect are single events. This
assumption is violated in certain causal scenarios. Recall, for instance, the
scenario of conjunctive causes from section ??. There, two events are necessary
for an effect to occur, and so the set containing the two events should count
as a cause of said effect. To give an example, lightning resulted in a forest fire
only because of a preceding drought. Here, it seems plausible that lightning
together with the preceding drought is an—if not the—cause of the forest
fire.24
We lift the restriction of cause and effect to single literals as follows. A cause

is a set of literals 𝐶, an effect an arbitrary Boolean formula. Where 𝐶 is a set
of literals,⋀𝐶 stands for the conjunction of all literals in 𝐶 and ¬𝐶 for the
negation of all literals in 𝐶. Our final analysis of actual causation can now be
stated.

Definition 3. Actual Cause* Let ⟨𝑀, 𝑉⟩ be a causal model such
that 𝑉 satisfies𝑀. 𝐶 is a set of literals and 𝜀 a formula. 𝐶 is an actual
cause of 𝜀 relative to ⟨𝑀, 𝑉⟩ iff

24 (?) argue that it is desirable if an account of causation can count sets of events as causes.
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(C1*) ⟨𝑀, 𝑉⟩ satisfies⋀𝐶 ∧ 𝜀, and
(C2*) there is 𝑉 ′ ⊂ 𝑉 such that ⟨𝑀, 𝑉 ′⟩ is uninformative on 𝜀, while for all

𝐴 ⊆ 𝑉 and all non-empty 𝐶′ ⊆ 𝐶, ⟨𝑀𝐴[𝐶′], 𝑉 ′⟩ satisfies 𝜀; and
(C3*) there is no 𝑉″ ⊂ 𝑉 ∖ 𝐶 such that ⟨𝑀, 𝑉″⟩ is uninformative on 𝜀 and

⟨𝑀[¬𝐶], 𝑉″⟩ satisfies 𝜀.

In this more general analysis, clause (C2*) contains a minimality condition
ensuring that any cause contains only causally relevant literals. For this to be
seen, suppose there is a set 𝐶′ ⊂ 𝐶 whose members are causally irrelevant for
𝜀. That is, intervening by 𝐶′ in any partial model uninformative on 𝜀 does not
make 𝜀 true (under all interventions by actuality). Then, by the minimality
condition, 𝐶 would not be a cause, contrary to our assumption. Thanks to
this condition, causally irrelevant factors cannot simply be added to genuine
causes.25
How fare the counterfactual accounts with respect to sets of causes? Let

us consider the scenario of overdetermination. As explained in section ??,
Halpern’s (?) account counts only the set of individual causes as a genuine
cause. The other counterfactual accounts do not count this set as a cause.
We think it is reasonable to recognize both the individual causes and the
set of these causes as a proper cause. We would say that, for instance, two
soldiers shooting a prisoner, where each bullet is fatal without any temporal
precedence, is a perfectly fine cause for the death of the prisoner. The shooting
of the two soldiers brings about the death of the prisoner.
The account of (?) does not admit causes that are sets of variables. Hence,

the set containing the two individual causes does not count as a cause in the
scenarios of overdetermination and conjunctive causes. Unlike Hitchcock’s
account, the accounts due to (?) and (?) admit causes to be sets of variables.
Still, these accounts do not recognize the set containing the two individual
causes as a cause in the scenario of conjunctive causes. The accounts share
the same minimality condition according to which a strict superset of a cause
cannot be a cause. Hence, they are forced to say that, for instance, the drought
together with the lightning is not a cause of the forest fire because one of these
events (and indeed both) already counts as a cause for this effect. This reason
for why the set is not a cause is a little odd.

25 If one wants cause and effect to be distinct, one should amend Definition 3 by a clause like this:
no element of 𝐶 occurs in 𝜀.
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5 Comparison

In this section, we compare our analysis to the considered counterfactual
accounts. First, we focus on the results of the different accounts. Then we
compare—on a conceptual level—our analysis to the counterfactual accounts
that rely on causal models.

5.1 Results

The results of our analysis and of the considered counterfactual accounts are
summarized in the following table. We abbreviate the accounts of (?), (?), (?),
and (?) by ℒ’73, Hitch’01, HP’05, and H’15, respectively.

Causes of 𝑒 or ¬𝑒 ℒ’73 Hitch’01 HP’05 H’15 Author(s)
Overdetermination – 𝑐, 𝑎 𝑐, 𝑎 {𝑐, 𝑎} 𝑐, 𝑎, {𝑐, 𝑎}
Conjunctive Causes 𝑐, 𝑎 𝑐, 𝑎 𝑐, 𝑎 𝑐, 𝑎 𝑐, 𝑎, {𝑐, 𝑎}
Early Preemption 𝑐 𝑐 𝑐 𝑐 𝑐
Late Preemption – 𝑐 𝑐 𝑐 𝑐
Switches 𝑓 𝑓 𝑓 𝑓 –
Prevention 𝑐 𝑐 𝑐 𝑐 𝑐
Double Prevention 𝑐 𝑐 𝑐 𝑐 𝑐
E. Double Prevention 𝑑 𝑑 𝑑 𝑑 –

None of the counterfactual accounts listed in the table provides the in-
tuitively correct results for the simple and “realistic” switching scenarios
and extended double prevention. Lewis’s (?) account misclassifies 𝑓 and 𝑑 as
causes of 𝑒, respectively, because of the transitive closure he imposes on the
step-wise and non-backtracking counterfactual dependences. And without
imposing transitivity, his analysis of causation cannot solve early preemption.
For (?), (?) and (?), the reason for the misclassification is that they allow
for actual contingencies. And if they were not to allow for such, their ac-
counts would fail to solve preemption. The counterfactual accounts due to
(?) and (?) solve overdetermination, but only by allowing for even non-actual
contingencies.
We have thus shown that the sophisticated counterfactual accounts fail to

capture the set of overdetermination, preemption, switches, and extended
double prevention. And they fail for a principled reason: they can solve overde-
termination and preemption only if they allow for contingencies. But, by
allowing for contingencies, they fail to solve the switching scenario and ex-
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tended double prevention. If they were not to allow for contingencies, they
would solve the switching scenario and extended double prevention, but it
would be unclear how they could solve overdetermination and preemption.
Our analysis, by contrast, does not fall prey to such a principled problem.
Let us summarize the verdicts about the results, where , and ! stand for

correct, false, and partially correct, respectively.

Causes of 𝑒 or ¬𝑒 ℒ’73 Hitch’01 HP’05 H’15
Au-
thor(s)

Overdetermination cross check check ! check
Conjunctive
Causes

! ! ! ! check

Early Preemption check check check check check
Late Preemption cross check check check check
Switch cross cross cross cross check
Prevention check check check check check
Double Prevention check check check check check
E. Double
Prevention

cross cross cross cross check

There remains another problem to be solved. The problem concerns any
account that relies on simple causal models which only factor in structural
equations and values of variables (or our sets of literals). Such accounts face
pairs of scenarios for which our causal judgments differ, but which are struc-
turally indistinguishable. Overdetermination, for instance, is isomorphic to
bogus prevention. In bogus prevention, an event 𝑝 would prevent another
event 𝑑. But, as it is, there is no event 𝑐 present that would bring about 𝑑 in the
first place. Hence, the preventer 𝑝 and the absence of 𝑐 overdetermine that 𝑑
does not occur. By contrast to overdetermination, however, the preventer 𝑝
is intuitively not a cause of the absence ¬𝑑. Since the accounts of (?) and (?)
consider only structural equations and the values of variables, they cannot
distinguish between 𝑝 and one of the causes in overdetermination. The former
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must be falsely classified to be a cause if the latter is correctly classified so.26
And our analysis has the same problem.27
(?), (?), (?), (?), and (?) all aim to solve the problem of isomorphism by

taking into account default or normality considerations. This additional factor
gives considerable leeway to solve some of the isomorphic pairs. However,
actual causation does not seem to be default-relative, as pointed out by (?).
They also show that the accounts amended by a notion of default still face
counterexamples and even invite new ones. Nevertheless, the problem of
isomorphism suggests that simple causal models ignore a factor that impacts
our intuitive causal judgments. We think this ignored factor are not default
considerations, but a meaningful distinction between events that occur and
events that do not. After all, a distinction between events and absences seems
to be part of the structure of causation. Yet current accounts relying on causal
models are blind to such a distinction.
Our analysis of causation is thus incomplete. We need to amend it by a

meaningful distinction between events and absences,which allows us to tackle
the problem of isomorphism. More generally, we miss an account of what
constitutes an appropriate causalmodel. That is, an account that tells us which
causal models are appropriate for a given causal scenario. For now, we have
just assumed that the causal models obtained from simple neuron diagrams
are appropriate. This assumption already smuggled in certain metaphysical
assumptions about events. We will elaborate these underpinnings of our
analysis elsewhere.

5.2 Conceptual Differences

Let us compare—on a more conceptual level—our analysis to the counter-
factual accounts that likewise rely on causal models. As we have seen, these
sophisticated counterfactual accounts analyse actual causation in terms of
contingent counterfactual dependence relative to a causal model. (?), (?), and

26 As pointed out by (?) and (?), Hitchcock’s (?) and Halpern’s (?) allowance of non-actual contin-
gencies solves the overdetermination scenario, but it leads to the intuitively wrong results in
bogus cases of both prevention and double prevention. From this perspective, the non-actual
contingencies, as opposed to merely actual contingencies, are thus even more bad news.

27 This being said, the causal model of bogus prevention is:𝑀 = {𝑑 = ¬𝑝 ∧ 𝑐}, 𝑉 = {¬𝑐, 𝑝,¬𝑑}.
(?) argue that this causal model is inappropriate for bogus prevention and propose to model the
bogus scenario by a model isomorphic to early preemption. If they are right, our analysis would
give the correct verdict for bogus prevention. We would like to thank an anonymous referee for
this observation.
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(?), for instance, have put forth such accounts. All of these accounts have in
common that the respective causal model provides full information about
what actually happens, and what would happen if the state of affairs were
different. Hence, causal models allow them to test for counterfactual depen-
dence: provided 𝑐 and 𝑒 are actual in a causal model, would ¬𝑒 be actual if ¬𝑐
were? If so, 𝑒 counterfactually depends on 𝑐; if not, not.
Thementioned accounts put forthmore elaborate notions of counterfactual

dependence. These notions specify which variables other than 𝑐 and 𝑒 are to
be kept fixed by intervention when testing for counterfactual dependence.
The accounts ask a test question for contingent counterfactual dependence:
relative to a causal model, where 𝑐 and 𝑒 are actual, would ¬𝑒 be actual if
¬𝑐 were under the contingency that certain other variables are kept fixed at
certain values? If so, 𝑒 counterfactually depends on 𝑐 under the contingency;
if not, not. To figure out whether 𝑐 is a cause of 𝑒, counterfactual accounts
propagate forward—possibly under certain contingencies—the effects of the
counterfactual assumption that a putative cause were absent.
We analyse, by contrast, actual causation in terms of production relative to

a causal model that provides only partial information. More specifically, our
analysis relies onmodels that carry no information with respect to a presumed
effect 𝑒: they are uninformative as to whether or not the event or absence 𝑒 is
actual. Such uninformative models allow us to test whether an actual event
or absence is actually produced by another. The test question goes as follows:
in a model uninformative on 𝑒, will 𝑒 become actual if 𝑐 does? If so, 𝑐 is a
producer of 𝑒; if not, not. And a producer 𝑐 is then a cause of 𝑒 if ¬𝑐 would
not also be a producer of 𝑒.
Our test has no need that ¬𝑒 becomes actual if ¬𝑐 were actual. Instead the

question is whether, in an uninformative model, an actual event produces
(and makes a weak difference to) another in accordance with what actually
happened. The novelty of our account is not so much to consider actual pro-
duction, but to consider production in a causal model that is uninformative on
the presumed effect. As a consequence, when testing for causation, we never
intervene on a causal model, where the set of actual literals is complete. This
stands in stark contrast to counterfactual accounts which always intervene
on causal models, where each variable is assigned a value.
On our analysis, 𝑐 is a cause of 𝑒 only if 𝑐 produces 𝑒 under all interventions

by actuality. There is a mentionable symmetry to Halpern’s (?) account which
allows only for actual contingencies. On this account, 𝑐 is a cause of 𝑒 if there
is an intervention by actuality such that the actual 𝑒 counterfactually depends
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on the actual 𝑐.28 Production under all interventions by actuality is necessary
for causation on our account, whereas counterfactual dependence between
actual events under some intervention by actuality is sufficient on Halpern’s.
Counterfactual notions of causation generally say that a cause is necessary

for an effect: without the cause, no effect. By contrast, our notion of causation
says that a cause is sufficient for its effect given certain background conditions.
The background conditions are given by the partial set of literals of the causal
model that is uninformative on the effect. That is, these conditions are jointly
not sufficient for the effect given the structural equations. However, together
with a genuine cause these conditions are jointly sufficient for the effect (given
the same structural equations). Relative to the causal model uninformative
on the effect, a cause is thus necessary and sufficient for its effect.29

6 Conclusion

We have put forth an analysis of actual causation. In essence, 𝑐 is a cause of 𝑒
just in case 𝑐 and 𝑒 are actual, and there is a causalmodel uninformative on 𝑒 in
which 𝑐 actually produces 𝑒, and there is no such uninformative causal model
in which ¬𝑐 would produce 𝑒. Our analysis successfully captures various
causal scenarios, including overdetermination, preemption, switches, and
extended double prevention. All extant sophisticated counterfactual accounts
of causation fail to capture at least two of the causal scenarios considered.
With respect to this set, our analysis is strictly more comprehensive than those
accounts.
The sophisticated counterfactual accounts, which rely on causal models,

run into problems for a principled reason. They fail to solve the switching
scenario and extended double prevention because they allow for possibly
non-actual contingencies when testing for counterfactual dependence. Such

28 The intervention by actuality on Halpern’s (?) account can just be the intervention by the empty
set.

29 Perhaps, our analysis bears more resemblance to regularity analyses of causation than to counter-
factual accounts. The core idea behind regularity analyses can be glossed as follows: 𝑐 is a cause
of 𝑒 just in case, given the laws of nature, 𝑐 together with 𝑎minimal set of background conditions
is jointly sufficient for 𝑒. Indeed, our analysis of causation can be seen as a regularity theory
when one replaces “laws of nature” by “structural equations” and “minimal set of background
conditions” by “partial set of actual literals”. In a causal model uninformative on 𝑒, intervening
by a cause 𝑐 is sufficient to bring about the effect 𝑒. In a very specific sense, this says that the
“laws” and “minimal background conditions” imply that 𝑐 is sufficient for 𝑒. However, we are
not aware of any regularity theory that employs an equivalent to our uninformative models.
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contingencies are needed to solve the problems of overdetermination and
preemption. Our analysis, by contrast, is neither premised on counterfactuals
of the form “if ¬𝑐, then ¬𝑒”, nor on considering possibly non-actual contin-
gencies. Hence, our analysis escapes the principled problem to which the
sophisticated counterfactual accounts are susceptible.
The present analysis of causation has a counterfactual counterpart due to

(?). The counterfactual analysis likewise relies on an information removal and
uninformative causal models. The gist is this: an event 𝑐 is a cause of another
event 𝑒 just in case both events occur, and—after removing the information
whether or not 𝑐 and 𝑒 occur—𝑒 would not occur if 𝑐 were not to occur. This
analysis does not rely on the strategy common to the sophisticated coun-
terfactual accounts, and is therefore also not susceptible to their principled
problem.
The two analyses largely come to the same verdicts. However, unlike the

present preliminary analysis, the preliminary counterfactual analysis cannot
identify the overdetermining causes in scenarios of symmetric overdetermi-
nation. And while the present final analysis counts the set {𝑐, 𝑎} as a cause in
the scenario of conjunctive causes, the final counterfactual analysis does not.
More importantly, the present final analysis does not count “realistic switches”
as causes, whereas the final counterfactual analysis does. The present analysis
has therefore a slight edge over its counterfactual counterpart.

Appendix: The Framework of Causal Models

In this appendix, we supplement the explanations of the core concepts of
causal models with precise definitions. Let 𝑃 be a set of propositional variables
such that every member of 𝑃 represents a distinct event. ℒ𝑃 is a propositional
language that is defined recursively as follows: (i) Any 𝑝 ∈ 𝑃 is a formula. (ii)
If 𝜙 is a formula, then so is ¬𝜙. (iii) If 𝜙 and 𝜓 are formulas, then so are 𝜙 ∨ 𝜓
and 𝜙 ∧ 𝜓. (iv) Nothing else is a formula.
As is well known, the semantics of a propositional language centers on the

notion of a value assignment. A value assignment 𝑣 ∶ 𝑃 ↦ {𝑇, 𝐹}maps each
propositional variable on a truth value. We can represent a value assignment,
or valuation for short, in terms of literals. The set 𝐿(𝑣) yields the set of literals
that represents the valuation 𝑣.

Definition 4. 𝐿(𝑣)
Let 𝑣 ∶ 𝑃 ↦ {𝑇, 𝐹} be a valuation of the language ℒ𝑃. 𝐿(𝑣) is the set
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of literals of ℒ𝑃 such that, for any 𝑝 ∈ 𝑃, (i) 𝑝 ∈ 𝐿(𝑣) iff 𝑣(𝑝) = 𝑇,
and (ii) ¬𝑝 ∈ 𝐿(𝑣) iff 𝑣(𝑝) = 𝐹.

We say that a set 𝑉 of literals is complete—relative to ℒ𝑃—iff there is a valu-
ation 𝑣 such that 𝐿(𝑣) = 𝑉. If the language is obvious from the context, we
simply speak of a complete set of literals, leaving the parameter 𝑃 implicit.
The function 𝐿(𝑣) defines a one-to-one correspondence between the val-

uations of ℒ𝑃 and the complete sets of ℒ𝑃 literals. In more formal terms,
𝐿(𝑣) defines a bijection between the set of valuations of ℒ𝑃 and the set of the
complete sets of ℒ𝑃 literals. Hence, the inverse function 𝐿−1(𝑉) of 𝐿(𝑉) is
well defined for complete sets 𝑉 of literals. Using the inverse of 𝐿(𝑉), we can
define what it is for a complete set 𝑉 of literals to satisfy an ℒ𝑃 formula 𝜙:

𝑉 ⊧ 𝜙 iff 𝐿−1(𝑉) ⊧𝐶 𝜙, (𝑉 ⊧ 𝜙)

where ⊧𝐶 stands for the satisfaction relation of classical propositional logic.
In a similar vein, we define the semantics of a single structural equation:

𝑉 ⊧ 𝑝 = 𝜙 iff, 𝐿−1(𝑉) ⊧𝐶 𝑝 iff 𝐿−1(𝑉) ⊧𝐶 𝜙. (𝑉 ⊧ 𝑝 = 𝜙)

In simpler terms, 𝑉 satisfies the structural equation 𝑝 = 𝜙 iff both sides of the
equation have the same truth value, on the valuation specified by 𝑉. We say
that a set 𝑉 of literals satisfies a set𝑀 of structural equations and literals iff 𝑉
satisfies each member in𝑀. In symbols,

𝑉 ⊧ 𝑀 iff 𝑉 ⊧ 𝛾 for each 𝛾 ∈ 𝑀. (𝑉 ⊧ 𝑀)

These two relations of satisfaction in place, we can say what it is for a causal
model ⟨𝑀, 𝑉⟩ to satisfy a Boolean formula 𝜙.

Definition 5. ⟨𝑀, 𝑉⟩ ⊧ 𝜙
Let ⟨𝑀, 𝑉⟩ be a causal model relative to ℒ𝑃. ⟨𝑀, 𝑉⟩ ⊧ 𝜙 iff 𝑉𝑐 ⊧ 𝜙 for
all complete sets 𝑉𝑐 of literals such that 𝑉 ⊆ 𝑉𝑐 and 𝑉𝑐 ⊧ 𝑀.

The definition says that 𝜙 is true in ⟨𝑀, 𝑉⟩ iff it is true in all complete in-
terpretations 𝑉𝑐 that extend 𝑉 and that satisfy𝑀. For complete models, the
definition boils down to ⟨𝑀, 𝑉⟩ ⊧ 𝜙 iff 𝑉 ⊧ 𝜙 or 𝑉⊧̸𝑀.
There remains to define the notion of a submodel𝑀𝐼 that is obtained by

an intervention 𝐼 on a model𝑀.
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Definition 6. Submodel𝑀𝐼
Let𝑀 be a set of structural equations of the language ℒ𝑃. Let 𝐼 be a
consistent set of literals.𝑀𝐼 is a submodel of 𝑀 iff:

𝑀𝑉 = {(𝑝 = 𝜙) ∈ 𝑀 ∣ 𝑝 ∉ 𝐼 and ¬𝑝 ∉ 𝐼} ∪ 𝐼.

A submodel𝑀𝐼 has two types of members. First, the structural equations of
𝑀 for those variables which do not occur in 𝐼. Second, the literals in 𝐼. Hence,
the syntactic form of a submodel𝑀𝐼 differs from the one of a model𝑀. If 𝐼 is
non-empty, the submodel𝑀𝐼 has at least one member that is not a structural
equation but a literal. The satisfaction relation 𝑉 ⊧ 𝑀𝐼 remains nonetheless
well defined. The reason is that 𝑉 ⊧ 𝛾 has been defined for both a structural
equation 𝛾 and an ℒ𝑃 formula.

7 References

*

Holger Andreas
University of British Columbia

Mario Günther
LMUMunich

Australian National University
Mario.Guenther@lmu.de

0000-0001-6208-448X

* We would like to thank Frank Jackson, Philip Pettit, Katie Steele, Atoosa Kasirzadeh, Cei Maslen,
AlanHájek, Phil Dowe, andDaniel Stoljar for helpful comments on this paper.We are furthermore
grateful to the anonymous reviewers for dialectica. We are happy for the opportunities to present
parts of this paper to the PhilosophyDepartmental Seminar at The AustralianNational University,
the 2019 Annual Conference of the New Zealand Association of Philosophers, and the conference
Bayesian Epistemology: Perspectives and Challenges at the Munich Center for Mathematical
Philosophy.

doi: 10.48106/dial.v76.i1.01

https://doi.org/10.48106/dial.v76.i1.01




A Puzzle for Realism about Ground

Olla Solomyak

On themetaphysical picture that is commonly associated with theories of
grounding, reality has a hierarchical structure: there are multiple “levels”
of facts, with facts at the higher levels being grounded in, or holding
in virtue of, those at the lower levels. My focus in this paper is on the
question of what it would take for reality to truly have such a hierarchical
structure. More specifically, what would it take to be a realist about a
worldly, metaphysical relation of ground? I’ll argue that there is a tension
that is implicit in the notion of ground, whichmakes it difficult to answer
this question in a straightforward way, posing a puzzle for the grounding
realist. The puzzle calls standard accounts of the metaphysics of ground
into question, and inspires a novel alternative approach.

The idea that reality has a hierarchical structure is familiar and intuitive. For
example, it’s natural to think that the psychological facts in some sense depend
on and arise from the biological facts, the biological facts from the chemical
facts, and the chemical from the physical. We find it natural to think of some
states of affairs as more basic or fundamental than others, and to explain or
account for one realm of facts in terms of others that are more fundamental.
The grounding theorist—particularly, the kind of realist about ground I’ll be
concerned with here—takes this hierarchical structure in a metaphysically
serious way. That is, she takes reality to genuinely have such hierarchical
structure, with the distinct levels of facts in this structure being related by a
worldly relation of ground.1 My focus in this paper is on the question of what
exactly this metaphysical commitment entails. What is involved in being a
realist about a worldly, metaphysical relation of ground?
I should note here that many grounding theorists take grounding to be an

explanatory notion that is to be treated as an operator on sentences, rather

1 See (?; ?), (?), and (?) for an introduction to the general notion of ground. Some approaches (such
as ?) depart from this particular conception of ground, and more generally, there is a range of
views as to precisely how the notion of ground should be understood. (See ? for a useful overview.)
My interest here is not in the details of any particular existing theory, but rather in what I take to
be a very common and intuitive understanding of the notion of ground.
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than as a worldly relation between objects or facts.2 And one can operate
with the explanatory notion of ground without being committed to a worldly
relation of ground or to any particular metaphysical structure. But my interest
here is in the question of what’s involved in attributing grounding structure
to reality, or what it takes for there to be genuine grounding in the world. My
focus here will thus be on the worldly notion of ground. If we think there is a
worldly metaphysical relation of ground that corresponds to the explanatory
notion, or that we are attributing some distinctive metaphysical structure to
reality when making grounding claims, we want to understand what that
worldly structure must be like: So, what must the structure of reality be like
to exhibit genuine grounding?
I’ll argue that there is a tension that is implicit in the notion of ground

which makes it difficult to answer this question in a straightforward way.
The tension is revealed via the attempt to make sense of the metaphysical
status of the grounded—in particular, in the attempt to explain how it is that
grounded facts can be distinct from and obtain in addition to their grounds on
the one hand, and be “nothing over and above” their grounds at the same time.
I’ll argue that straightforward accounts of the metaphysics of the grounded
cannot satisfy both of these requirements. Either the higher-level facts are
rendered too metaphysically separate from their grounds, or not separate
enough—there appears to be no space for the metaphysical status of the
grounded to be found.3
I’ll begin in Section 1 with an initial presentation of the puzzle, which

reveals the tension I take to be implicit in the notion of ground in an intuitive
way. I’ll then make the problem more precise in Section 2 and Section 3, and
argue that the tension cannot be resolved as straightforwardly as it may appear.
After rejecting some proposed solutions which I take to be unsatisfactory, I
will present my preferred approach and explain how it can accommodate the

2 (?), (?), and (?) formulate grounding claims in terms of an operator on sentences, while (?),
(?), and (?) treat ground as a relation between worldly objects or facts. It’s important to note
that one can prefer the operator formulation and still be open to the possibility that there is a
corresponding worldly relation as well, and that, on the other hand, one can speak in terms of
a worldly notion of ground and still not be committed to a robust metaphysical realism about
ground of the kind I am interested in here.

3 Talk of grounding has been criticized in various ways. Some theorists have doubted the coherence
of the notion of ground, while others have doubted its usefulness in metaphysical inquiry. (See,
e.g., (?), (?), (?), and (?) for critiques of the notion of ground, and (?) for a defense.) My aim
here, on the other hand, is ultimately not critical. Rather, it is to illuminate the structure that
grounding claims implicitly attribute to reality.
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metaphysical status of the grounded. The approach I present in Section 4
appeals to the notion of a perspective, and utilizes a meta-metaphysical frame-
work that I have developed in application to other domains (?; ?). I’ll argue
that making sense of the metaphysics of ground requires that we embrace
multiple perspectives on reality—corresponding to distinct ways or senses in
which a fact can be said to obtain.

1 The Metaphysics of Ground: A Tension

The puzzle for the grounding realist can be brought out by attending to two
aspects of the notion of ground, which I’ll call the two requirements of ground.
I take each of these requirements to be essential to our intuitive understanding
of what it is for one fact to be grounded in some further facts. But we’ll see
that the two requirements pull in opposite directions, and reveal a tension in
the notion of ground that causes trouble for the realist who wants to attribute
genuine grounding structure to reality.
The two requirements of ground are what I’ll call Distinct Obtaining and

Nothing Further:

Distinct Obtaining. For any fact [A], if [A] is grounded in Γ
(where Γ is a plurality of facts), then [A] is distinct from and obtains
in addition to the facts in Γ.

Nothing Further. For any fact [A], if [A] is grounded in Γ, [A]’s
obtaining is nothing over and above the obtaining of the facts in Γ.

Let’s start with Distinct Obtaining. First, why take [A] to be distinct from its
grounds?To beginwith, it’s important to note that on the above formulation (as
on a very common conception of ground) [A] is a single fact, while its grounds
is a plurality of facts.4 So we couldn’t generally take [A] to be identical to its
complete grounds. And there are reasons to think that [A] must be distinct
from each individual fact in the collection of its grounds as well: First, the
grounded fact might have a structure or involve objects that aren’t involved in
the individual facts that contribute to its grounds—a reason to think that the
grounded fact is at least sometimes distinct from each of its (partial) grounds.

4 See (?), (?; ?), and (?), though both Fine and Correia treat ground as an operator on sentences
rather than as a relation between facts. I’m concerned here with what Fine calls full (as opposed
to partial) ground.
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But more generally, the facts in Γ are supposed to explain the obtaining of
[A], or be an account of whatmakes it the case that A, and it’s not clear how a
fact could explain or account for its own obtaining. If [A] appeared in its own
grounds, the corresponding grounding explanation would strike us as circular.
For these and other reasons, grounding is commonly taken to be irreflexive,
and a grounded fact is taken to be distinct from any (and all) of the facts that
ground it.5
Ground is also typically taken to be a factive notion.6 And on the factive

notion of ground, [A]’s being grounded in Γ implies that [A] obtains. More
generally, if some facts (which themselves obtain)make it the case that A, then
it must be the case that A. It thus appears obvious and uncontroversial that
grounded facts, in addition to their grounds, obtain. Distinct Obtaining, then,
is implicit in a very common and intuitive understanding of what grounding
involves.
Let’s now considerNothing Further. Nothing Further is an expression of the

tightness of the metaphysical connection that is supposed to hold between a
grounded fact and its grounds. Unlike weaker relations such as supervenience,
where one realm of facts can supervene on another while having a kind of
metaphysically independent reality of its own, grounded facts can have no
such metaphysically independent reality: the grounded facts are nothing over
and above their grounds.7,8 Of course, this “nothing over and above” may not
be analyzable in terms that don’t ultimately appeal to the notion of ground.9

5 See, e.g., (?), (?), and (?). (?) distinguishes between weak and strict ground, where strict ground
is the irreflexive notion I’m interested in here.

6 See, e.g., (?). (?) distinguishes between a factive and a non-factive notion of ground, and argues
that the factive notion is more fundamental. This is the notion I operate with here; It is thus
assumed that the facts in Γ obtain.

7 Though see (?) who explicitly rejects this requirement of ground. I’ll return to discuss the costs
of such a stance further on.

8 (?) explains that there can be no explanatory gap between the grounded and its grounds, which
is not to say that the grounded cannot be real in its own right. In fact, (?) allows for grounded
facts and their grounds to be equally real (though some grounded facts may also be unreal). But
for a realist about ground in the sense I’m concerned with here, there must be some structure
in reality that underwrites explanatory grounding claims, and thus the maximal explanatory
tightness of ground is seen as reflecting an equally tight metaphysical connection between the
corresponding aspects of reality. I’m interested here in making sense of such a metaphysically
tight connection.

9 This phrase is sometimes used in other contexts, where it may be analyzable in terms that don’t
appeal to the notion of ground; but we shouldn’t expect the sense in which the grounded is
nothing over and above its grounds to be analyzable in other terms if the notion of ground is
taken as primitive.
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But the intuitive thought behind Nothing Further is that the grounded doesn’t
carry any additional “metaphysical weight” once its grounds are in place.
Given the grounds, nothing additional is required, metaphysically speaking,
for the grounded facts to obtain. It is sometimes said that for a grounded fact
to obtain just is for its grounds to obtain. For example, assuming that the
existence of a table is grounded in the existence and arrangement of certain
particles, wemight say that for there to be a table just is for there to be particles
arranged in this particular way.
But the “just is” in the above formulation is not meant to be the “just is” of

identity—as we noted above, the intuitive notion of ground does not take the
grounded to be identical to its grounds. And this is precisely where the worry
for the grounding realist arises: What is the “just is” that figures in grounding
claims that’smetaphysically tight enough to satisfy the requirement of Nothing
Further, while still being short of identity? In other words, where is the space
between “obtaining in addition to” and “obtaining over and above” for the
metaphysical status of the grounded to be found?While the two requirements
we’ve spelled out are both aspects of a single seemingly coherent notion of
ground, they appear to pull in opposite directions: How can the grounded
facts be distinct from and obtain in addition to their grounds on the one hand,
and yet be “nothing over and above” their grounds at the same time?
One might think that simply accepting the notion of ground as a meta-

physical primitive which exhibits the features described here is enough to
allay the tension I’ve described: Perhaps it is precisely in being grounded that
the metaphysical status of the higher-level facts meets both of the require-
ments above.10 The sense in which the higher-level facts are nothing over and
above their grounds while still being distinct from them is in that the former
are grounded in the latter. Ground is the primitive notion that exhibits the
maximal-metaphysical-tightness-just-short-of-identity which we were after
in the discussion above.
But this response avoids the real question at issue. Even for one who em-

braces ground as a metaphysical primitive, the question arises as to what
structural features realist grounding claims implicitly attribute to reality. In
what sense is a reality structured by a worldly relation of ground genuinely
hierarchical? In what follows, I’ll argue that the apparent tension introduced
above does in fact pose a real challenge for the grounding realist—one that
taking the notion ground as ametaphysical primitive does not, in itself, suffice

10 See, e.g., (?), (?), and (?) on taking ground as a metaphysical primitive.
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to meet. We’ll see that accommodating both requirements of ground in an
account of reality’s structure is far from straightforward, and this will ulti-
mately push us to reconceptualize our understanding of the metaphysics of
ground—clarifying what it is to attribute primitive grounding structure to
reality.

2 Two Pictures of Reality

Let’s begin by considering two different pictures of what the structure of
reality might be like.11 On the one hand, we have what I’ll call the Ground-
Level Picture (GLP): On this picture, the ground-level, fundamental facts are
ultimately all there is to reality—only the ground-level facts really obtain.
Reality is thus ultimately “flat” rather than hierarchical on this picture—
there is just one real level of facts.12 On the other hand, we have what I’ll
call the Hierarchical Picture (HP): On this picture, reality consists of both
fundamental and non-fundamental facts. The non-fundamental facts really
obtain, just as and in addition to their grounds. Reality thus has a hierarchical
structure, with multiple “levels” of facts.
Of course, there is a question about how the uses of “really” and “ultimately”

here should be understood. This is an issuewewill return to shortly, andwhich
will be central in the discussion that follows. For the time being, I want to
appeal to an intuitive understanding of these locutions, as well as of the
difference between the two pictures sketched above: We have a flat, ground-
level-only reality on the one hand, and a hierarchically structured, multi-level
reality on the other. We have an initial, intuitive understanding of what each
of these pictures amounts to, and getting a more precise understanding of the
commitments they involve will be our central aim in the discussion below.
What should the realist about ground say about these two pictures of real-

ity? Must she be committed to one of these pictures over the other? At first

11 In what follows, I will focus on a picture which assumes that there is a ground-level of funda-
mental facts, and that all of the higher-level facts are ultimately grounded in this fundamental
level. This is not a picture that all grounding theorists will accept—one might think that not
all grounding explanations bottom out at a fundamental level, or that there is no absolutely
fundamental level at all. (See, e.g., ?) One might also think that a fact can be both grounded
and fundamental on a positive conception of fundamentality. For now, I’m going to set these
views aside because I want to focus on the simplest and most straightforward picture of what a
hierarchically structured reality might be like, and ask what it is—even in this simplest case—for
reality to be genuinely hierarchical.

12 See, e.g., (?), who discusses a variant of this view.
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Figure 1: Two Pictures of Reality

approach, the Ground-Level Picture appears incomplete: The fundamental
facts are not all the facts; the non-fundamental facts obtain as well. Given
Distinct Obtaining—the first requirement of ground introduced above—the
grounded facts are distinct from and obtain in addition to the facts that ground
them. Further, the grounded facts are supposed to be those we “get for free,”
or that “automatically arise,” once the ground-level facts are in place. All
this seems to point against the Ground-Level Picture, and in favor of the
Hierarchical Picture instead.
More generally, the Hierarchical Picture just seems to come along with the

notion of ground, or more specifically, with realism about grounding as a
worldly relation. And it’s a picture that is often presented as the grounding
theorist’s background picture of the structure of reality. Here, for example,
is Jonathan Schaffer’s description of the grounding theorist’s background
theory:

[T]he neo-Aristotelianwill begin from a hierarchical view of reality
ordered by priority in nature. The primary entities form the sparse
structure of being, while the grounding relations generate an
abundant superstructure of posterior entities. (?)
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So the realist about ground, who thinks of grounding as a worldly relation that
structures reality, at least initially appears to be committed to the Hierarchical
Picture.
But essential to this presentation of the two pictures is a non-trivial as-

sumption about the difference between them. Implicit in the presentation of
the two pictures as reflecting two distinct structures that reality might have,
and in the conclusion that the realist about ground is committed to rejecting
the GLP in favor of the HP, is what I’ll call the Assumption of Substantive
Difference. This is the assumption that the GLP and the HP substantively differ
with respect to the structure they attribute to reality. More specifically, it is
the assumption that, according to the HP, reality has a metaphysical structure
which is lacking according to the GLP.
Intuitively, this seems to be a very natural assumption. Whether reality

is flat or hierarchically structured, and whether there are non-fundamental
facts in addition to the fundamental facts, seem to be substantive questions
about the structure of reality. Is the flat, Ground-Level Picture a complete
picture of reality, or is it missing some of the facts that genuinely obtain?
Are there distinct “levels” of facts? The GLP and the HP disagree over these
questions and thus appear to reflect two distinctways inwhich realitymight be
structured. And as we saw, the realist about ground appears to be committed
to the Hierarchical Picture over the Ground-Level Picture, in maintaining that
reality genuinely has the hierarchical structure that’s implicit in grounding
claims.
But as we’ll see, this stance leads to a difficulty for the grounding theorist.

In particular, we’ll see that the commitment to the HP, with the Assumption of
Substantive Difference in the background, conflicts with Nothing Further—one
of our original requirements of ground.
Recall that Nothing Further is the requirement that the obtaining of

grounded facts be “nothing over and above” the obtaining of their grounds.
Of course, we don’t have a precise way of cashing out how this “nothing
over and above” should be understood, but we do have an intuitive sense
of what it amounts to, and in what follows, I’ll argue that there is a real
conflict between the intuitive “nothing over and above” that we require of
the grounded and the assumption of Substantive Difference. It will thus turn
out that favoring the Hierarchical Picture as the more accurate reflection of
reality’s structure, as we think the grounding realist should, conflicts with an
essential aspect of our intuitive notion of ground.
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In the next section, I’ll consider some attempts to maintain the Assumption
of Substantive Difference on behalf of the grounding realist and show why
they are bound to be unsuccessful—arguing that Nothing Further and the
Assumption of Substantive Difference are in fact in conflict, as I’ve claimed.
I’ll then briefly consider some further responses to the puzzle, which I take to
be unsatisfactory, and finally, in Section 4, present an alternative approach.
There, I will argue that theAssumption of SubstantiveDifference is whatmust,
after all, be given up. But realism about ground must thereby be significantly
reconceptualized.

3 Maintaining the Hierarchical Picture

To see how the difficulty for the proponent of the Hierarchical Picture arises,
we must ask ourselves what exactly ismissing from the Ground-Level Picture
that makes it incomplete, and which needs to be added in order to get the
Hierarchical Picture. The Assumption of Substantive Difference says that
there is something about reality that the Ground-Level Picture is missing out
on, and the question is what that something could be. What could possibly be
added to the GLP to get the HP, given that the obtaining of the higher-level
facts is supposed to be nothing over and above the obtaining of the facts that
ground them?
One might think that there is a trivial answer to this question: What needs

to be added to the Ground-Level Picture is just all the higher-level facts. These
facts obtain, and they aremissing from theGround-Level Picture. The problem
with this response is that a proponent of the Ground-Level Picture will not
deny that the higher-level facts obtain in a trivial sense. That is, someone
who thinks that reality is ultimately exhausted by the fundamental facts
does not deny that there is also an ordinary sense in which, (e.g.,) there are
tables. TheGL-theorist simply draws a distinction between the ordinary, trivial
sense in which there are tables, and the further, somehow “metaphysically
loaded” claim that there are really tables, or that this is a genuine fact of
reality. For the GL-theorist, only the fundamental facts really obtain in this
metaphysically loaded sense, but there is an ordinary, trivial sense in which
the non-fundamental facts obtain as well.
This distinction relies on a metaphysically substantive notion of reality,

or of what it is for a fact to really obtain. There are various ways in which
such a notion might be cashed out, but to focus on one example, we might
consider Kit Fine’s (?) distinction between something’s being merely the case
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and something’s being the case in reality, where the latter has a metaphysical
weightiness that the former does not. The GL-theorist might thus appeal to
this distinction, and maintain that the non-fundamental facts obtain, but
don’t obtain “in reality.” The GLP is a picture of what things are like in reality,
and thus only includes the fundamental facts—the only facts that obtain in
reality according to the GL-theorist.
The real difference between the Ground-Level and Hierarchical pictures,

then, must be construed in terms of some further, non-trivial, metaphysical
commitment—beyond the question of whether there are tables in an ordinary
sense. The pictures disagree as to whether such non-fundamental facts really
obtain in a metaphysically weighty sense —i.e., whether they obtain in real-
ity. The Substantive Difference between the Ground-Level and Hierarchical
Picture thus concerns the metaphysical status of the non-fundamental facts,
not their mere obtaining in the most basic, trivial sense.
But on this understanding of the Hierarchical Picture, the obtaining of the

higher-level facts appears to be something “over and above” the obtaining
of the fundamental facts after all: If the metaphysical weightiness of the
claim that the non-fundamental facts really obtain is something that could
in principle be lacking even after the ground-level facts are in place, then
the real obtaining of the higher-level facts consists in something more than
the obtaining of their grounds. And this conflicts with Nothing Further: the
requirement that the obtaining of the grounded facts be nothing over and
above the obtaining of the facts that ground them.
It appears that once the ground-level facts are in place, and we agree that

those really obtain, there can be nothing further at stake in the question of
whether the higher-level facts really obtain as well. As soon as we admit
that there’s a further metaphysical, or even meta-metaphysical, question to
ask, an affirmative answer seems to grant the higher-level facts too much
independent weight—the “real obtaining” of the non-fundamental facts in
this metaphysically weighty sense is then something over and above the real
obtaining of their grounds.
The grounding theorist might resist this line of thought by insisting that

it doesn’t cost anything to posit the non-fundamental facts once the ground-
level facts are in place—to say the non-fundamental facts are grounded in
the fundamental facts is to say that we “get them for free” once we posit the
obtaining of the fundamental. But given what I’ve argued here, it turns out
that maintaining the commitment to Nothing Further requires more than
this. It is not enough to say that we get the non-fundamental facts “for free”;
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rather, there must be no genuine difference, as far as reality is concerned,
between a picture that includes them and a picture that doesn’t. There can be
no metaphysically better answer to the question of whether they really obtain.
It appears, then, that the grounding theorist cannot maintain the Assump-

tion of Substantive Difference by appealing to the higher-level facts, given
her commitment to Nothing Further. Might the grounding theorist neverthe-
less maintain the Assumption of Substantive Difference in some other way?
That is, might something other than the obtaining of the higher-level facts be
what constitutes the Substantive Difference between the GLP and the HP? I’ll
briefly consider two other possibilities.
Onemight attempt to appeal to facts aboutwhat grounds what in attempting

to account for the difference between the two pictures. Perhaps it is not the
higher-level facts themselves, but facts about how they are grounded that
make for the Substantive Difference between the GLP and the HP. There are
several ways in which this response could be developed, depending on how
one understands the nature and status of these facts about ground, but as
we’ll see, they all fall short for what is fundamentally the same reason.
On one view (?), facts about ground are themselves grounded. On such a

picture, appealing to facts about ground would be of no help to the grounding
theorist: if the facts about ground are among the higher-level facts, they are
simply a subset of those grounded facts we considered in the discussion above,
which we argued could have no metaphysical weight over and above what
is already in the GLP. The facts about ground—like any other higher-level
facts—could not be the source for the substantive difference between the GLP
and the HP given that their obtaining (like that of all higher-level facts) can
be nothing over and above the obtaining of their grounds. Alternatively, one
might consider a view on which the (or at least some) facts about ground are
fundamental.13 But on such a view, the facts about ground would already be
included in the GLP and thus could not be missing from it. They could not
thus constitute the Substantive Difference between the GLP and the HP.
A third possibility for treating the facts about ground is suggested by Shamik

Dasgupta (?), who argues that certain facts about how things are grounded
are neither fundamental nor grounded, but rather, form a third category
Dasgupta calls “not apt for grounding.” At first glance, such facts might be
seen as a promising candidate for identifying the Substantive Difference

13 This would be to reject what (?) calls purity of the fundamental, but is nevertheless an option for
the grounding theorist.
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between the GLP and the HP. But closer attention to this proposal reveals it
to be unsatisfactory as well. We can define the GLP+ as the Ground-Level
Picture together with the facts about ground, and then ask whether there is
still something missing from the resulting picture. If the grounding theorist
says there is something missing, we are back to our original question of
what this could possibly be, given that the higher-level facts can be nothing
over and above the facts that ground them. And if the grounding theorist
says there is nothing missing, she appears to have rejected the Hierarchical
Picture, which includes the higher-level facts as well as those at the ground-
level.14 Irrespective of how we treat the facts about ground then, the puzzle
for the grounding theorist remains: There is a tension between the grounding
theorist’s commitment to the Ground-Level Picture over the Hierarchical
Picture on the one hand, and the commitment to Nothing Further on the
other.
More fundamentally, the problem with this series of proposals is as fol-

lows: The facts about ground—no matter where they are to be found in the
grounding theorist’s metaphysical picture—concern the obtainment of the
grounding relation between the higher-level facts and their grounds. Our cen-
tral question has been how the metaphysical structure of this relation should
be understood: What structure do we attribute to reality in making grounding
claims? To say that grounding structure is accounted for by facts about that
very structure is to get things upside down. These facts track the structure we
are after rather than bring it about.
The grounding realist might attempt another avenue of response, and claim

that the Hierarchical Picture is more accurate than the GLP holistically speak-
ing, simply because it describes reality as layered, or hierarchical, rather than
flat: the grounding relation is real, and genuinely structures reality. But this
just sweeps the central question under the rug: What is it that makes the
former a more accurate description of reality? If what makes it more accu-
rate is the addition of the higher-level facts, we are left with the problem we

14 One might argue that there is a sense in which the higher-level facts wouldn’t be missing from
such a picture. Perhaps the inclusion of the facts about ground in the GLP simply “bring out”
the fact that the higher-level facts must also be there. A picture along these lines is suggested
by (?), who argues that what he calls fundamental metaphysical laws can explain why there are
any non-fundamental facts at all. But such a picture is not obviously committed to the HP over
the GLP; on the contrary, it is a way of maintaining that the GLP may not be missing anything
for the grounding realist, or alternatively, of rejecting the assumption that there is a Substantive
Difference between the GLP and the HP. It does not then help the grounding theorist uphold the
Assumption of Substantive Difference as the response here was aiming for.
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encountered above —how could the addition of the higher-level facts make
for a Substantive Difference, if their obtaining is nothing over and above the
obtaining of their grounds? And if the Hierarchical Picture is more accurate
for some other reason, the grounding theorist owes us an explanation of what
that reason could be. The question we’ve been concerned with all along is the
question of what is it for reality to have a hierarchical structure organized by
the relation of ground.We’ve seen that there is a challenge to making sense of
this position, and to simply restate the position does not help resolve it. How
could the HP be amore accurate description of reality than the GLP given the
requirement of Nothing Further? Absent some further theory or explanation
from the grounding theorist, it is not clear how the Hierarchical Picture can
be maintained, given the requirements of ground we started out with.
One might consider rejecting Nothing Further in favor of a weaker require-

ment on which it is allowed that grounded facts have metaphysical weight
over and above that of their grounds. This would be to embrace a distinction
between what we might callmetaphysical cost andmetaphysical weight, and
to maintain that while it doesn’t cost anything, metaphysically speaking, for
the higher-level facts to arise, their arising is in fact something over and above
the obtaining of their grounds. The higher-level facts on such a picture would
have a metaphysical weight of their own, in that their obtaining would be
something over and above that of their grounds. Nevertheless, one would in-
sist that this obtaining, or extra metaphysical weight, was of no metaphysical
cost—the obtaining of the relevant grounds being all it takes for the additional
layers of reality to arise.
This is perhaps closer to the Aristotelian picture of a hierarchically struc-

tured reality with multiple genuine “levels,” though I think it departs from a
contemporary and very intuitive conception of ground, on which the ground-
ing relation is supposed to be maximally “metaphysically tight.” But more
importantly, I am suspicious of the conceptualmove of distinguishing between
metaphysical cost and metaphysical weight in this way. Unlike a buy-one-get-
one-free deal at the supermarket—where one can get more “weight” than the
“cost” one has paid—metaphysical weight cannot come free of metaphysical
cost. Metaphysical cost and weight cannot, in principle, come apart: What
it takes (metaphysically speaking) for a fact to obtain and what it is (meta-
physically speaking) for a fact to obtain are one and the same. Any additional
metaphysical weight that could in principle be lacking given the obtaining of
the ground-level facts is thereby something it takes for the higher-level facts
to obtain. The relevant notion of cost here is not causal, but metaphysical,
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and so there can be no metaphysical state or status that is lacking once the
assumed metaphysical costs are in place.
The thought that one can maintain the Hierarchical Picture as a grounding

theorist seems to implicitly rely on the mistaken assumption that the notions
of metaphysical cost and metaphysical weight are separable: One says in the
same breath that the grounded facts arise “for free” but also that they really
do arise and thus constitute a genuinely hierarchical reality. As I’ve argued
above, this is to grant the higher-level facts their own metaphysical weight,
and thus requires that their weight can be separated from their cost. But closer
attention to these notions once the distinction is made explicit reveals that
there is no space for them to come apart. Metaphysical cost includes everything
it takes for a fact to obtain, and this includes any metaphysical weight this
obtaining may involve.
So I think Nothing Further is essential to the notion of ground, and should

not be weakened or given up. But more importantly for our purposes, it’s clear
that Nothing Further is essential to a very common and intuitive conception
of ground, and I’m interested here in howwe canmake sense of realism about
this particular notion.
To recap then, the puzzle for the grounding realist arises as follows: Distinct

Obtaining, as well as general considerations surrounding the notion of ground,
push against the Ground-Level Picture in favor of the Hierarchical Picture,
implicitly endorsing theAssumption of SubstantiveDifference. But this stance
is incompatible with Nothing Further, as Nothing Further implies that there
can be nothing of metaphysical substance at stake in this move.
As I’ve argued, both Distinct Obtaining and Nothing Further are essential

to an intuitive and very common conception of ground. Our only real option
then, seems to be to reject the assumption of Substantive Difference—that
the Ground-Level and Hierarchical pictures reflect two genuinely distinct
structures reality might have. But this seems not only counter-intuitive in
itself, but also counter to the intuitive notion of ground, which, as we’ve seen,
naturally comes along with a Hierarchical Picture of the structure of reality.
In what follows, I’ll argue that the Assumption of Substantive Difference

is nevertheless what the grounding theorist should give up. I’ll present a
resolution to the puzzle on which hierarchical structure is understood to be
compatible with—in fact, even dependent on—the rejection of Substantive
Difference.

Dialectica vol. 76, n° 1



A Puzzle for Realism about Ground 57

4 The Perspectives Approach

At this point, one might find it natural to react to the line of argument I’ve put
forward as follows: Perhaps we’ve simply misinterpreted both the Ground-
Level and Hierarchical Pictures to begin with in thinking that they could be
pitted against each other; the Assumption of Substantive Difference should
have been rejected from the start. Just as we concluded that the Ground-
Level Picture shouldn’t be taken to deny the higher-level facts in a trivial
sense, the Hierarchical Picture shouldn’t be interpreted as granting them any
metaphysical weight of their own. The vertical arrangement of the facts in the
hierarchy, as well as the arrows going from one level to the next, are precisely
meant to convey that the relation between the lower and higher-level facts is
one of grounding, and that the higher-level facts are nothing over and above
their grounds.
I think this line of thought is correct, but its implications must be fully

appreciated. To embrace this line of thought, onemust admit that each picture
taken on its own is deeply misleading. The Ground-Level and Hierarchical
Picture turn out to be inter-dependent: In order to interpret each picture
correctly, we must have the other picture in the back of our minds. To inter-
pret the Ground-Level Picture correctly, we must see the non-fundamental
as implicitly arising from the fundamental, as depicted in the Hierarchical
Picture; and to interpret the Hierarchical Picture correctly, we must see the
non-fundamental facts as not really anything over and above what’s already
present in the Ground-Level Picture. Both pictures are thus essential to our
conception of a reality that’s structured by the relation of ground.
This is not to say that the grounding theorist cannot speak of a hierarchically

structured reality, or that reality cannot truly be hierarchically structured. But
it turns out that what it is for reality to be hierarchically structured (on this
understanding) is not at all what we would have thought. To say that reality is
hierarchically structured is not to say that the Hierarchical Picture (as defined
above) is the picture that best reflects reality’s structure. A truly hierarchical
structure is, paradoxically, one that is best reflected by both the Hierarchical
and the Ground-Level Pictures taken hand-in-hand —the hierarchical aspect
of the multi-level structure is only guaranteed by the fact that the flat, ground
level of the hierarchy is in some real sense all there is to the “hierarchy” at all.
In what follows, I want to suggest a way of conceptualizing this seemingly

paradoxical state of affairs—one that I think can help clarify the notion of
ground and further illuminate what the nature of a hierarchically structured
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reality must be like. The approach relies on the notion of a perspective, and
distinguishes between two perspectives on reality implicit in the notion of
ground. On the one hand, there is what I’ll call the ground-level perspective,
from which reality is exhausted by the fundamental, ground-level facts. On
the other hand, there is what I’ll call the hierarchical perspective, from which
reality extends beyond the fundamental to encompass the higher-level, non-
fundamental facts aswell. As I’ve already suggested, these two perspectives are
each essential to the notion of ground as well as to a reality that is genuinely
structured by a worldly grounding relation. In what follows, I’ll present the
background framework of perspectives in more detail, and then return to
explain how this approach can provide a satisfying resolution to our puzzle.

4.1 The Perspectives Framework

The notion of a perspective that I appeal to here will remain undefined. But an
intuitive gloss and a few examples will help bring out the particular notion of
a perspective that I have inmind. To get an initial sense for the relevant notion,
we can consider the familiar shift from seeing reality from a first-person, or
subjective perspective, to seeing or conceptualizing reality in an impersonal,
or objective way. Imagine an extreme solipsist who is not aware that there is a
reality beyond her own subjective experience at all. Such a solipsist implicitly
identifies her own experience with the whole of reality; for this solipsist, there
is no distinction between something’s being the case in her experience and
something’s being the case, full stop. Implicitly first-personal claims such as
“it’s painful” or “it’s pleasant” will have absolute truth-values for this solipsist;
from her perspective, how things are in reality and how things are in her
experience are one and the same.
This strong identification of one’s own experience with the whole of reality

is what I call the first-personal perspective, and can be contrasted with the
broader impersonal perspective, fromwhich one recognizes that reality extends
beyond one’s own experience to include other subjects and/or objective states
of affairs. From the impersonal perspective, a distinction is drawn between
something’s being the case in one’s own experience and something’s being
the case, full stop. First-personal claims such as “it’s painful” will (from this
perspective) be incomplete without reference to a subject—things can be
painful for one subject but not for another, and more broadly, how things are
in one’s experience and how things are in reality can come apart.
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Crucially, the shift from the first-personal to the impersonal perspective
involves a change in one’s conception of reality, and more specifically, one’s
conception of what wemight call the “shape” of reality: from the first-personal
perspective, reality is implicitly taken to be first-personal,while the impersonal
perspective takes reality to be broader and “impersonal” in shape.15
We can similarly identify distinct perspectives on reality we might adopt in

thinking about the metaphysics of time. On the one hand, there is the perspec-
tive of the present, or the present-tensed perspective. From this perspective,
one identifies the present with the whole of reality. Crucially, this is not just
an ontological stance. Rather, it is a more general conception of reality, which
also includes a conception of what it is for something to be the case in reality,
or of what it is for a fact to obtain. From the present-tensed perspective as I
understand it, for something to be the case and for something to be the case
now are one and the same. There is no metaphysical distinction to be drawn
between something’s being the case in reality and something’s being the case
in the present.
On the other hand, we can shift to the broader atemporal perspective, from

which reality is seen as extending beyond the present to encompass other
times and/or atemporal states of affairs. Again, this is not just a matter of
ontology. From the atemporal perspective, one’s conception of reality allows
for something to be the case in reality, but not in the present—e.g., something
can be the case at another time, or just independently of how things are in
the present. And here, just as in the first-person case, we can see ourselves
as shifting from one of these perspectives to the other, and as shifting from a
narrow to a broader conception of reality when we make that move.
In each case, we can ask whether one perspective or the other is more

fundamental or metaphysically privileged as a perspective on reality. That is,
we can ask whether it is the narrow or broad conception of reality in each case
that is getting the shape and structure of reality “right.” Is reality ultimately
first-personal or impersonal? Present-tensed or atemporal? The question of
which, if either, perspective in each case is fundamental is a way of getting at
this question about reality’s structure.
More generally, then, a perspective is a way of conceptualizing all of reality,

and comes along with a corresponding conception of what it is for something
to be the case in reality, or of what it is for a fact to obtain. That is, in adopting a

15 Compare to (?), who describes the issues of realism about tense and the first-personal analogue
of perspective as concerning the “form” of reality.
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perspective, one identifies reality in a certain way, which allows one to answer
certain questions about what it is for a fact to obtain, as well as about which
facts obtain, just by virtue of one’s conception of the metaphysical “shape” of
reality. For example, in taking reality to be present-tensed, as one does from
the present-tensed perspective, one thereby rules out non-present facts as
well as objects from one’s ontology—one’s identification of reality with the
present entails that what it is for a fact to obtain and what it is for a fact to
obtain now are one and the same, and thus that obtaining at another time,
or obtaining independently of time, are not ways of obtaining in reality. A
perspective is thus associated with a certain answer to the question of what it
is to be real, or of what it is to obtain in reality, from which ontological and
other metaphysical commitments follow downstream.
In taking a perspective to be fundamental, one takes that perspective to be

metaphysically privileged in its reflection of reality’s “shape.” A fundamental
perspective is one that identifies the shape of reality correctly—such that
what it is to be the case from that perspective and what it is to be the case, full
stop, are one and the same. In other words, the “way of obtaining,” which this
perspective identifies with “obtaining in reality,” correctly reflects what it is
for a fact to obtain.
With this brief introduction to the perspectives framework in hand, we

can return to the case of ground, and see how we might reconceptualize
the surrounding metaphysical issues. As I’ll argue, adopting the language of
perspectives allows us to resolve the puzzle for the grounding realist in an
intuitively satisfying way.

4.2 Perspectives and Ground

Turning back now to the grounding case, we can see the Ground-Level and
Hierarchical Pictures as corresponding to two distinct perspectives in the
sense introduced above. The ground-level perspective is the perspective from
which the fundamental level is identified with the whole of reality. From this
perspective, for something to be the case and for something to be the case
fundamentally are one and the same; no metaphysical distinction is drawn
between fundamental reality and reality. On the other hand, we can shift to
the broader hierarchical perspective, from which reality is seen as extending
beyond the fundamental to encompass the non-fundamental as well. From
this perspective, for something to be the case and for something to be the case
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fundamentally are not one and the same; something can be the case, but not
fundamentally.
As in the first-person and temporal cases, we can see ourselves as naturally

shifting from one of these perspectives to the other:We can conceive of reality
as exhausted by the fundamental, and then broaden our conception of reality
to include the non-fundamental as well. Importantly, this is not just a matter
of “adding facts” into our picture of reality; rather, it involves shifting our
conception of reality from a narrow sense to a broader one. We can grasp a
sense of “reality” on which reality just is fundamental reality—to be real and
to be fundamental are (on this conception) one and the same. On the other
hand, we can also grasp a broader sense of “reality,” on which reality and
fundamentality can come apart. Each of these perspectives, or conceptions
of reality, thus comes along with a corresponding conception of what it is
for a fact to really obtain: From the ground-level perspective, for a fact to
really obtain is for it to obtain fundamentally, while from the hierarchical
perspective, a fact can really, but not fundamentally, obtain.
We can now understand the move from the Ground-Level to the Hierarchi-

cal Picture in a newway. Rather than holding a fixed conception of reality and
positing it to include additional facts, we are shifting our conception of reality.
The GLP understands what it is to really obtain in one way, while the HP
understands it in another. This shift in the way reality is identified automati-
cally gives rise to “more facts” in the Hierarchical Picture than are present in
the Ground-Level Picture —but this is because the criteria for being a “real
fact” have been changed, not because these facts have been granted a heftier
metaphysical status. The two pictures (now understood to be perspectives)
thus correspond to two different ways, or senses, in which facts can be said to
obtain.
The disagreement between the Ground-Level and Hierarchical Pictures,

when seen as pitted against each other, can be seen as a disagreement about
which of these two perspectives is fundamental or metaphysically privileged
in its identification of the “shape” of reality: The GL-theorist holds that a
conception of reality on which reality is identified with the ground-level is
what best captures reality’s structure, while the proponent of the Hierarchi-
cal Picture takes the broader conception of reality to be fundamental—i.e.,
metaphysically privileged in its reflection of what it is to be real.16

16 I’m using “fundamental” in a new sense here: a perspective may be fundamental qua perspective
even if it’s not a perspective that “sees” only the fundamental level of reality. I’ll return to this
issue below.
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But as the challenge I’ve raised for the grounding theorist illustrates, both
perspectives are essential to accommodating the requirements of ground:
DistinctObtaining, aswell as the general thought that reality has a hierarchical
structure, requires that we adopt the hierarchical perspective, and recognize
a sense in which the non-fundamental facts really obtain. Nothing Further,
on the other hand, requires that we adopt the ground-level perspective, and
recognize that anything “beyond” the ground-level is really nothing at all—i.e.,
nothing over and above what is already there at the ground-level.
Recognizing this way in which we implicitly adopt and shift perspectives is

the key to resolving the puzzle for the realist about ground. For the grounding
realist, the GLP and the HP are not to be seen as distinct ways in which reality
might be structured; rather, they are to be seen as reflecting the two distinct
perspectives that are both implicit in and essential to the notion of ground.
Distinct Obtaining and Nothing Further are satisfied via these two distinct,
but inter-dependent perspectives: Distinct Obtaining is satisfied by the fact
that the hierarchical perspective is a “genuine perspective on reality”—i.e.,
that there is a real sense in which both fundamental and higher-level facts
really obtain. Nothing Further, on the other hand, is satisfied by the fact that
the ground-level perspective is a “genuine perspective on reality” as well—
i.e., by the fact that there is a real sense in which reality is exhausted by the
fundamental.
It is important to distinguish between a number of different claims that

embracing this approach could involve. First, there is the weaker, conceptual
claim that both perspectives are essential to our grasp of the notion of ground.
That is, we might say that our grasp of the notion of ground relies on our
ability to adopt both of these perspectives and shift back and forth between
them, grasping two distinct senses of reality as we make that move. As I’ve
said, I think we do in fact implicitly shift perspectives in this way, and making
this explicit can help make sense of our conflicting intuitions in this area: To
see the higher-level facts as genuinely grounded in the fundamental, we must
think of them as really obtaining in one sense, and as nothing “beyond” what
really obtains in another.
So I think the conceptual claim goes some way towards clarifying the issues

surrounding the notion of ground. But our central challenge has been the
metaphysical question of what it would take for reality to genuinely have the
kind of hierarchical structure one commits to by being a realist about ground.
And this brings us to the stronger, metaphysical claim which the grounding
theorist might be pushed to embrace: namely, that the two perspectives in this
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case are not only essential to the concept of ground, but also to themetaphysical
structure of a reality that exhibits genuine grounding. More specifically, this
would entail a commitment to a kind of pluralism about reality, on which
there are genuinely two distinct ways in which a fact can be said to obtain. For
such a pluralist, there would be no univocal answer to the question of whether
the higher-level facts really obtain: only the fundamental facts really obtain in
one sense, while both fundamental and non-fundamental facts really obtain
in another.17
Importantly, this pluralist stance must be distinguished from a kind of

semantic pluralism on which the GLP and the HP simply reflect two different
ways of speaking about the same reality, with no further fact of the matter as
to which of the associated perspectives is fundamental. Embracing something
like quantifier variance, or different—equally good—senses of the word “fact”
or “obtains” would be other ways of rejecting the Assumption of Substantive
Difference, but to embrace such a stance would be to give up on the robust
metaphysical realism about ground that is of essential interest to us here:18
A stance on which there is no metaphysically privileged way of answering
the question of how reality is truly structured is thereby also an anti-realism
about ground as a relation that genuinely structures reality.19
The kind of pluralism I present here is thus more radical than it appears,

and faces a number of conceptual and metaphysical difficulties, but I think it
is in some ways best suited to reflect the commitments of the realist about
ground. In what follows, I’ll sketch the proposal in a bit more detail, and
explain how it can accommodate genuinely hierarchical structure.

4.3 Maintaining Hierarchical Structure

I’ve argued that there are two perspectives that are implicit in our thinking
about the metaphysics of ground: the ground-level perspective, from which
reality is identified with the fundamental, and the hierarchical perspective,
fromwhich reality is seen as extending beyond the fundamental to encompass
the non-fundamental as well. A pluralist about reality takes each of these
perspectives to correspond to a real way of being the case, or sense in which

17 This view can be compared to ontological pluralism of the kind that is defended by (?) and (?),
on which there are multiple ways or senses in which objects exist.

18 See, e.g., (?) for such an approach to ontology.
19 See, e.g., (?) for a way of conceptualizing the kind of metaphysical realism I take to be in the

background here.
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facts can obtain. Only the fundamental facts really obtain in one sense, while
both fundamental and non-fundamental facts really obtain in another. For
the pluralist, there is thus no univocal answer to the question of whether
the higher-level facts really obtain in addition to their grounds: from the
ground-level perspective on reality, they do not, while from the hierarchical
perspective, they do.
It is important to note that on this approach, no distinction is drawnbetween

something’s being merely the case and its being the case in reality, as it is on
Fine’s (?) view. The pluralist has no need for this additional distinction, given
that she accepts multiple senses in which facts can (really) obtain in the
first place. The “really” in the pluralist’s claim that the non-fundamental
facts “really obtain” in one sense but not in another is thus metaphysically
redundant—it only serves to make clear that, from the relevant perspective,
what we are concerned with is as “hefty” a metaphysical status as there is. For
the pluralist, there are simply two such metaphysically privileged statuses—
i.e., two senses in which a fact can (really) obtain.20
It is also important to make clear that the pluralist needn’t maintain that

the two perspectives at issue here are metaphysically on a par, or that they
are bothmaximally fundamental. It may be that one of the two perspectives
is more fundamental than the other, but that both are still metaphysically
privileged in that they each truly reflect something about reality’s structure.
There are several options one might pursue here.
One might find it natural to think that the ground-level perspective is

more fundamental than the hierarchical perspective, or even that it alone is
maximally fundamental, while the hierarchical perspective is not. The latter
stance has the significant benefit of bringing together the two distinct senses of
fundamentality I’ve been employing here: the perspective that is fundamental
qua perspective is taken to be the perspective that “sees” only the fundamental
level, i.e., from which only fundamental facts really obtain. The hierarchical
perspective would then be seen as non-fundamental, though essential to
making sense of the metaphysics of ground. Though such a stance would be
natural for the grounding theorist to adopt, it carries the odd and somewhat
counter-intuitive consequence that, in the fundamental sense, hierarchical
structure wouldn’t be real after all. Realism about ground is in some sense
rendered impossible on this view—reality cannot really be hierarchically

20 My thinking about these issues draws heavily on (?), particularly on Sider’s (?) discussion of
metaphysical saturation and redundancy.
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structured or organized via the relation of ground, in that grounding structure
is only “visible” from a non-fundamental perspective on reality.
Importantly, this is not just the trivial claim that grounding structure can-

not be found at the ground-level. One might find it natural to think that
despite grounding structure’s not being fundamental in this sense, it is still
real in a fundamental sense of the term. To maintain that grounding gen-
uinely structures reality (i.e., that it’s real in a fundamental sense, even if not
itself fundamental), one must take both the hierarchical and ground-level
perspectives to be fundamental as perspectives—i.e., to correspond to genuine,
“joint-carving” conceptions of reality.
But as I said above, this still leaves several options open, in that one might

take the two perspectives to be equally but notmaximally fundamental, or take
one perspective to bemore fundamental than the other—depending, of course,
onwhether one allows for a comparative notion of perspective-fundamentality.
Developing a more thorough conception of perspective-fundamentality, as
well as of the various routes one might take here, are beyond the scope of this
paper. My aim here is just to provide a rough sketch of the picture, which I
think most faithfully reflects the grounding theorist’s commitments, as well
as of the resolution such a picture could offer for the realist’s puzzle. The
intuitive appeal of the solution it offers can motivate the further development
of variants of the pluralist view.
Nevertheless, it’s important to flag that the questions surrounding

perspective-fundamentality and the precise formulation of the pluralist’s
view raise some serious conceptual and metaphysical challenges. For one
thing, it is not clear how the view can be formulated without reliance on a
third sense of “reality”—in saying that there are two distinct, joint-carving
conceptions of reality, we seem to employ a third sense in which this can be.
There are various routes one might take in response to this worry. One is to
claim that the third sense of “reality” is simply non-fundamental, and that
the two that the pluralist has identified are simply the two that best “carve at
the joints.” Another is to say that the third sense ismore or even maximally
fundamental, but not one we ordinarily employ. I explore each of these
options elsewhere (in my ?; ?), and wish to remain neutral on this issue here.
For our purposes here, we can take the pluralist’s claim to simply be that
there are two metaphysically privileged conceptions of reality, corresponding
to two distinct ways in which facts can be said to obtain.
With this claim in hand, the grounding theorist can make sense of hier-

archical structure in a way she was previously unable to do. What it is for
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reality to have hierarchical structure, on the pluralist’s understanding, is the
following: In one real sense, there are both fundamental and higher-level facts,
and in another real sense, reality is exhausted by the fundamental. The fun-
damental facts are thus real no matter which perspective one adopts, while
the higher-level facts are real in one sense and unreal in another. This secures
both the special status of the fundamental facts and the distinctive status of
the grounded. The special status of the ground-level facts is secured by the fact
that in addition to obtaining as the higher-level facts do, there is a real sense
in which they exhaust reality; while the status of the grounded facts is secured
by the fact that they really obtain in one sense but not in another—Distinct
Obtaining secured by the fact that there is a real sense in which they obtain,
and Nothing Further secured by the fact that there is a real sense in which
they do not. For the pluralist, obtaining in one real sense but not in another is
(part of) what it is for something to be a grounded, higher-level fact.21
One might worry that there is a sense in which the reality of grounding

structure is not secured after all, in that one of the essential requirements
of ground is not satisfied from each of the two fundamental perspectives on
reality. The two perspectives are incompatible, and each is missing out on an
essential element of themetaphysics of ground. How is it that the pluralist gets
to satisfy both requirements by embracing the two perspectives rather than,
ultimately, neither (or at least, always not-both)?22 To provide a fully satisfying
response to this worry would require answering the questions posed above
about the precise formulation of the pluralist view and the complications
this raises. In particular, what is the more general sense of “reality” we are
to use in stating that there are two fundamental perspectives? It is in this
sense that the pluralist can say that grounding structure is real—each of the
two requirements of ground is satisfied from one of the two fundamental
perspectives. The objector might press on: Can we not equally say that each of
the two requirements is, from some fundamental perspective, unsatisfied? But
the intuitions behind the requirements of ground do not demand that each

21 One might worry that in taking this approach, the grounding theorist will need to admit many
more than two senses in which facts can really obtain, assuming that a hierarchically structured
reality has more than two “levels.” That is, one might worry that there must be a distinct “per-
spective on reality” corresponding to each “level” of the hierarchy. But the pluralist can accept
that facts on two distinct non-fundamental levels (that stand in a relation of ground) obtain in
different ways without accepting that they obtain in fundamentally different ways. The pluralist
can take all non-fundamental facts to obtain in a single fundamental sense, even if there are
non-fundamental ways of distinguishing between them as well.

22 Thanks to two anonymous reviewers for raising this worry.
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requirement be met in every sense, or even in every fundamental sense. What
is essential is that there is some real sense in which the grounded obtains in
addition to its grounds, and some real sense in which it is nothing over and
above these grounds. It is thus enough that each requirement is satisfied from
some fundamental perspective. This allows for hierarchical structure to be
“real” in the more general, and yet to be fully explicated, sense of the term.23
So this, then, is how the metaphysical status of the genuinely grounded

is to be found. To be grounded is not to belong to a mysterious in-between
state, wedged between “obtaining in addition to” and “being nothing over and
above.” Rather, the grounded is what in one sense obtains in addition to, and in
another sense, is nothing over and above. What makes the structure of reality
genuinely hierarchical is that the “higher-levels” are, in one sense, there and,
in another sense, literally nothing over and above the fundamental.24
While what I have presented here is far from a developed metaphysical

picture, it can be taken as a rough sketch of the direction in which I think
the puzzle for the grounding realist pushes. The intuitive appeal of the plural-
ist’s solution can bring out the ways in which we implicitly adopt and shift
perspectives in thinking about the metaphysics of ground, and bring to light
what simpler solutions to the realist’s puzzle are thereby missing: A univocal
answer to the question of whether the grounded facts really obtain cannot
fully accommodate the competing requirements of ground. Recognizing that
there are two genuine perspectives on reality here is the key tomaking sense of
genuinely hierarchical structure, and developing a more thorough framework
within which this claim can be understood is my aim elsewhere.

23 Depending on how one understands this more general sense of “reality,” it may thus turn out
that the sense in which grounding is real is not itself fundamental, a possibility raised briefly
above. Whether one takes this to be problematic for the grounding realist is an issue that requires
further explication, and depends both on precisely how we understand realism in this context, as
well as on how we understand the relationship between the various senses of “reality” embraced
by the pluralist.

24 Interestingly, such a view is central to the metaphysics of Hasidic mysticism in the Jewish
tradition. As Rabbi Shneur Zalman Borukhovich of Liadi (1745-1812) explains in what is known
as the Tanya (?, chapter 20–21), the Hasidic view is one on which only the fundamental—on this
picture, God—exists in one sense, and “everything else” exists in another. The unique sense in
which God—seen as the ground or basis of the rest of reality—exists, is one in which nothing else
really exists in addition.
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5 Conclusion

We’ve seen that the realist about ground faces a difficulty in accommodating
genuinely hierarchical structure. The notion of ground requires that the
grounded facts obtain, distinct from and in addition to their grounds, and
that they be “nothing over and above” their grounds at the same time. These
requirements push the realist about ground in seemingly competing directions:
The realist is pushed to accept the Hierarchical Picture over the Ground-Level
Picture on the one hand, and to reject that there is any Substantive Difference
between these two pictures on the other. The higher-level, grounded facts are
thus mysteriously elusive in their metaphysical status; we find them either
too “metaphysically weighty” to be grounded, or too “metaphysically light”
to support the Hierarchical Picture which seems essential for the grounding
realist to maintain.
I’ve argued that the best route for resolving this puzzle involves rejecting

what I’ve called the Assumption of Substantive Difference; The Ground-Level
and Hierarchical Picture are not to be seen as reflecting distinct ways in which
reality might be structured after all. But appreciating the implications of this
stance and making it intuitive require some further reconceptualization of
the issues. To make sense of the way in which the two pictures do not substan-
tively differ, we can adopt the framework of perspectives: From one perspective,
reality is exhausted by the fundamental, and from another perspective, re-
ality encompasses the grounded, non-fundamental facts as well. The deep
pluralism of this stance can provide a unique approach to understanding the
metaphysical status of the grounded: the grounded is in one sense real, and in
another sense literally nothing over and above the fundamental.
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Structural Realism and the
Interpretation of Mathematical

Structure

Noah Stemeroff

Structural realists typically appeal to the explanatory and predictive suc-
cess of science to suggest that the mathematical structure of scientific
theory, which is continuous across theory change, provides an accurate
description of some aspect of the structure of the world. In this paper, I
present a challenge to this claim that concerns how the relevant structure
in nature is identified and represented in the context of a physical theory.
I argue that the structures, on which many structural realists base the
historical support for their position, can only be taken to represent “phys-
ical structures” in the context of a broader theoretical framework and
that this framework is not necessarily preserved through theory change.

Structural realism holds that science comes closest to comprehending nature,
not in its account of its constituents but in its account of its structure (e.g., see
?). In its epistemic variant, structural realism suggests that scientific knowl-
edge is limited to a structural description of reality. In its metaphysical variant,
it defends a radical structural ontology of science. However, in both cases, the
structural realist maintains that the significance of successful scientific theo-
ries consists in their ability to provide an accurate description of the structure
of the world (e.g., see ?).1 This structure can be held to be metaphysically
basic, or defined over a set of fundamental objects, but in either case, the
scientific account of reality is taken to be essentially structural in nature.

1 Here, I take scientific realism, more generally, to be characterized by the belief that our best
scientific theories provide a true, or approximately true, description of some aspect of the natural
world (i.e., in both its observable and unobservable features).
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There are three major motivations for the structural realist position (e.g.,
see ?).2 The first, historical, motivation is drawn from a particular response to
the problem of scientific theory change (?; ?; ?; ?). The history of science has
shown that science is fallible. Many, if not all, scientific theories of the past are
now considered to be false by the standards of modern science, and our current
scientific theories will likely suffer the same fate. This pessimistic induction
from the history of science is considered to be one of the strongest arguments
against scientific realism (for more, see ?). In response, many scientific realists
have sought to defend selective forms of realism grounded on the portions
of scientific theory that are preserved through theory change. The historical
motivation for structural realism is based on the apparent continuity in the
formal structure of scientific theory through the progress of science.
The second, epistemological, motivation for structural realism is derived

from formal studies of the highly abstract nature of modern physics (e.g., ?; ?;
?; ?).3 Here, it is argued that physics has become, in part, a study of the ab-
stract mathematical structures that are taken to characterize the fundamental
features of the natural world. In particular, the essential role that group-theory
now plays in modern physics seems to entail that our knowledge of reality
can only be determined up to an isomorphism—i.e., a given class of structure
(e.g., see ?). Thus, scientific knowledge itself may be formally limited to a
description of the general structure of reality.
The third, metaphysical, motivation for structural realism takes the epis-

temological argument a step further (e.g., ?; ?; ?; ?; ?; ?; ?; ?; ?). Ontological
structural realists argue that modern physics is not only in tension with, but
can be taken to present a challenge to, the traditional object-based ontology of
classical physics. For instance, the permutation invariance of quantum theory
has been taken to directly undermine the individuality of quantum objects.
This, along with a host of other examples of underdetermination drawn from
both quantummechanics and general relativity, suggests that modern physics
should be taken to support a theory of structural metaphysics (e.g., see ?; ?).
The epistemological and metaphysical motivations for structural realism

have garnered the lion’s share of attention in recent debates (e.g., see ?). But
this does not mean that scholars have lost sight of the significance of the
historical motivation for the position (e.g., ?; ?; ?; ?; ?). Indeed, the histori-

2 This is not to mention the additional motivation stemming from recent work on the structuralist
methodology of science (e.g., ?).

3 In this context, it is also important to note the additional epistemic motivation that has come
from a renewed interest in Russell’s structuralist epistemology (e.g., ?).
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cal motivation for structuralism continues to support much of the broader
interest in the position as a form of scientific realism (i.e., as opposed to an
account of the methodology of modern science). Of course, the historical
arguments supporting structural realism have not gone unquestioned (e.g., ?;
?), but many structural realists continue to feel that the historical motivation
for structuralism is sound—the cases of structural continuity in the history
of science are clear, and the only remaining question concerns how best to
understand this continuity (e.g., ?; ?; ?). However, the structural realists’ por-
trayal of the history of science as a progressive series of structural descriptions
of reality, and the broader framework that defines this sense of progress, is
often taken for granted. This raises the question of what exactly constitutes
structural continuity through the progress of science in the first place.
At the outset, it is important to note that a mere formal continuity of struc-

ture through theory change, although necessary, is not sufficient to support a
viable realist position. The structural realist must demonstrate that the con-
tinuous structure of scientific theory represents some aspect of the world—as
opposed to simply providing a convenient language to express observable facts
(e.g., see ?). The retention of structure must mark a sense in which different
theories can be said to accurately represent the same reality, at least in some
sense (e.g., see ?; ?; ?). Otherwise, one could easily argue that the retention of
structure is simply “a pragmatic feature of scientific practice” (?).
(?) famously wrote that scientific realism “is the only philosophy that

doesn’t make the success of science a miracle.” Successful scientific theories
explain and predict the outcome of experiments. It is this ability to explain and
predict an empirical phenomenon that leads us to conclude that a successful
theory provides a true, or approximately true, description of the world. (?)
suggests that structural realism offers “the best of both worlds” by charting a
middle path between Putnam’s “no miracles” argument and the pessimistic
induction. However, to apply the “no miracles” argument, the structural re-
alist must demonstrate that the structure of scientific theory is, at least in
part, responsible for its explanatory and predictive success. The structural re-
alist position would collapse into instrumentalism if the structure of physical
theory cannot be said to have some “grip on reality” (?).4
To defend the historical motivation for structural realism, structural realists

must show that the structure, which is continuous across theory change, can

4 Here, instrumentalism is characterized by the belief that our best scientific theories provide an
accurate description of the observable features of the natural world, but nothing more.
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be taken to represent the same structure in nature, and that this structure
can account for the relevant physical phenomena. The concern here is to not
mistake a continuity of symbolism for a continuity of representation (?). The
structural realist must not only demonstrate that there exists a continuity in
the formalism of physical theory, but also that this continuity entails a conti-
nuity of representation. In this context, it is important to note that in order for
a structure to account for a physical phenomenon, it must be accompanied
by a suitable interpretation. It is the interpretation that correlates a given
structure to the natural world.5 This may be a trivial point, but it represents
a non-trivial problem for the structural realist. If a continuity of structure is
not sufficient to establish a continuity of representation, then the structural
realist must demonstrate that the relevant structure, along with a suitable
interpretation, is maintained across theory change.
In what follows, I will argue that this concern presents a challenge to

the historical motivation for the structural realist position. This challenge
concerns the way in which the mathematical structure of a physical theory is
interpreted as a description of the structure of the natural world. In particular,
I will argue that the structural realist faces a problem in specifying how a
mathematical structure is correlated to nature across the progress of science.
To support this criticism, I will present two case studies concerning two of the
most prominent articulations of the historical motivation for the structural
realist position—i.e., (?) and (?).
Against Worrall’s structural realism, I will argue that the mathematical

structure, on which he bases his realism, cannot provide a description of the
relevant physical structure in nature—at least in the context of an actual
experiment—as it requires a theoretical interpretation. To defend this claim,
I will present a detailed re-examination of Worrall’s seminal historical case
study concerning the transition from Fresnel’s optical theory to Maxwell’s.
Through this case study, I will show that the holistic nature of the interpreta-
tion of themathematical structure of a physical theory threatens to undermine
the continuity of structure supporting Worrall’s structural realism. The prob-
lem is that to correlate a mathematical structure to a physical structure in the
world, Worrall’s structural realist needs to specify the formal and theoretical
framework required to characterize the physical structure and the system
of which it is a part. The question is, then, to what extent is this framework

5 In structuralist circles, this notion of correlation is typically cashed out in terms of a structural
isomorphism or a similar representation relation (e.g., see ?; ?; ?; ?).
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maintained, or suitably translated, in the transition to a new theory, and can
we still claim that the two theories describe the same physical structure in
the world?
In contrast, (?) do not seem to fall prey to this concern, as their structural

realism is based on a more general appeal to the modal structure of reality. On
this account, the modal structure of reality is identified with “real patterns” in
observational data rather than physical structures in nature. However, against
Ladyman and Ross, I will argue that the holistic nature of the interpretation of
the mathematical structure of a physical theory may still present a challenge
to their modal structural realism in the context of the history of modern
particle physics, which is one of the key case studies they take to support their
position. Once again, the concern relates to how the abstract mathematical
structure of modern physical theory is interpreted as a representation of the
modal structure of nature, which they argue is identified in an experiment.

1 Interpreting Mathematical Structures

(?) define structural realism as “the view that our best scientific theories de-
scribe the structure of reality, where this is more than saving the phenomena,
but less than providing a true description of the natures of the unobservable
entities that cause the phenomena.” But what is this “structure” that is “de-
scribed” by a scientific theory? In the context of the historical argument for
structural realism, the structure of reality is often taken to be described by
certain aspects of the mathematical formalism of a scientific theory. However,
it is not always clear in what sense we should interpret a given mathematical
structure as a description of a given structure in nature, or when we should
interpret a given mathematical structure as continuous across theory change.
On the one hand, it is clear that past and present scientific theory adhered
to an entirely different theoretical and experimental practices, not to men-
tion methodologies. On the other hand, the interpretation of the structure
of past science must be explained in light of the success of current scientific
theory, which is taken to provide an accurate description of the structure of
the world—at least approximately. The question is then: how much of the
broader framework of modern scientific theory do we need to project back
onto past scientific theory to interpret parts of its mathematical structure as a
continuous across theory change?
An initial problem relates to the general interpretation of the mathematical

formalism of past science. Here, the concern is that we need to specify a formal
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framework to even determine the meaning of a mathematical structure. This
is a fairly general concern—to be applicable, mathematical structures must be
definable. We cannot speak coherently of a mathematical structure divorced
from the formalism that gives it meaning. Take, for example, a dynamical
equation that is taken to provide a description of the evolution of some system,
say a ball thrown in the air. It would be meaningless to say that the dynamics
of the system can be represented by a solution to a given equation without
specifying the underlying formal framework in which the equation is defined.
This framework delimits the manifold and metrical structure required to
ensure the differential structure of a dynamical equation is well-defined, and
the constraints on its domain of application. It is only within the context of
this formal framework that the equation can be taken to characterize a path
in a geometrical space. It is this path that is actually taken to describe the
evolution of the system.6 However, the successful theories of the past often
lacked what we would now consider to be a proper formal framework, and it
is not always clear how we should interpret their mathematical structure.
A subsequent problem relates to the manner in which we interpret a given

mathematical structure as a description, or representation, of nature. To
interpret a mathematical structure in an empirical setting, we need to specify
how the structure is to be situated within the context of a physical system or
experimental result. The problem is that it is the theoretical framework of a
physical theory that is responsible for delimiting its domain of application.
Returning to the case of a dynamical equation, it is clear that in order to
say that the evolution of the system is characterized by a solution to a given
dynamical equation, we need to specify how the equation is to be understood
in the context of a given empirical setting. It is the theoretical framework of
a physical theory, e.g., classical mechanics, that provides an account of the
physical space through which a given object moves, the vantage point from
which the motion is defined, and the constraints that may be present on the
system, as they constitute essential features of the physical context in which
the structure is taken to apply. The structure that a given dynamical equation
is taken to describe cannot be properly situated or understood outside the
theoretical framework of a physical theory. However, the scientific theories
of the past were formulated within vastly different theoretical frameworks,
and it is, once more, not entirely clear how we interpret their mathematical

6 This may be slightly pedantic, but it is important to note that a given dynamical equation may
define entirely different paths depending on the mathematical framework in which it is formu-
lated.

Dialectica vol. 76, n° 1



Structural Realism and the Interpretation of Mathematical Structure 77

structure as a representation of a physical system from the perspective of
modern science.
These two concerns are closely related. They both pertain to the fact that to

ground a realist account of mathematical representation, we must first ensure
that the representation is well-defined—i.e., that the relevant mathematics
is well-defined and applicable (i.e., interpretable) in a physical setting. To
delimit its definition, we must provide a formal framework in which the
mathematical structure is defined. To delimit its applicability, we need to
specify the physical system in the world that it is taken to represent. This must
be done prior to any question of the correlation between a givenmathematical
structure and nature.
The worry here is that if the formal and theoretical framework of past

scientific theory is inconsistent with that of today or not entirely well-defined
(from the perspective of modern science), then the structural realist may be
forced to project too much of the formalism of modern scientific theory onto
past science. Otherwise, it might be impossible for the realist to define the
sense in which two seemingly identical equations can be taken to represent
the same structure in nature. But the structural realist must be able to identify
the sense in which past science, on its own, can be taken to describe the same
structure in nature. Otherwise, they run the risk of simply imposing continuity
rather than identifying it. In what follows, I argue that these concerns pose a
distinct challenge to the historical motivation for structural realism.

2 Worrall, and the Problem of Physical Structure

Worrall suggests that structures are preserved through theory change because
they play an essential role in accounting for physical phenomena. For example,
he (?) suggests that there “was an important element of continuity in the shift
from Fresnel to Maxwell— and this was much more than a simple question
of carrying over the successful empirical content into the new theory […]
the continuity is one of form or structure.” The continuity, in this case, is in
description of the phenomena of diffraction and the reflection and refraction
of polarized light. Worrall continues, “it is no miracle that [Fresnel’s] theory
enjoyed the empirical predictive success that it did; it is no miracle because
Fresnel’s theory, as science later saw it, attributed to light the right structure”
(?). However, it is not entirely clear how Fresnel’s equations actually character-
ize the structure of light. Worrall assumes that a continuity of mathematical
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structure entails a continuity of representation—that the two are coextensive
(?). However, an argument is needed.
Worrall bases his defence of structural realism on a detailed historical case

study concerning the transition from Fresnel’s ether-based theory of light
to Maxwell’s theory of the electromagnetic field. This case study is meant
to demonstrate that “if we restrict ourselves to the level of mathematical
equations—not notice the phenomenal level—there is in fact complete con-
tinuity between Fresnel’s and Maxwell’s theories” (?). Worrall suggests that
this continuity in the mathematical structure of scientific theory represents
a continuity in the description of the structure of the world (?). In Worrall’s
view, this structure was responsible for the empirical success of Fresnel’s the-
ory and was retained in the transition to Maxwell’s theory of light. However,
I will argue that it is not entirely clear that this case study actually supports
Worrall’s conclusion.

2.1 Fresnel’s Theory of Light

Fresnel championed the wave theory of light over the corpuscular, or emis-
sionist, ray theory that was dominant at the time. His work on diffraction
and the reflection/refraction of polarized light is often credited with bringing
about the widespread acceptance of the wave theory of light (?). However, the
development and success of Fresnel’s mathematical description of light can
only be understood within its historical context, as this context determined
its interpretation. Worrall’s case study focuses on the mathematical structure
of Fresnel’s theory, but in order to understand how these equations were
empirically interpreted, we must first address the specific experiments that
Fresnel’s equations were taken to describe.
Fresnel’s defence of the wave theory of light began with a wave-theoretic ac-

count of the phenomenon of diffraction—that is, the bending of light around
an obstructing object. The phenomenon of diffraction was first observed by
Grimaldi in the seventeenth century. In Fresnel’s time, diffraction was eas-
ily explained within the context of the ray theory of light, which developed
out of Newton’s corpuscular theory of light. Newton held that white light
is composed of a collection of particles of different size, shape, and velocity.
In Newton’s view, the size and velocity of the particles accounted for their
colour. The primary advantage of the corpuscular theory over the wave theory
was the ease through which it accounted for the rectilinear propagation of
light. Newton held that the fundamental flaw in the wave theory of light was
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its failure to account for this fact (?). Within the corpuscular ray theory, the
phenomenon of diffraction was explained by the existence of a localized force
in the neighbourhood of the boundary of a diffracting object. This force ac-
counted for the observed inflection of the corpuscles of light at the boundary.
In light of the success of the corpuscular ray theory, Fresnel had to show
that the wave theory could account for the inflection of light and its rectilin-
ear propagation. Famously, Fresnel was able to account for both diffraction
and the rectilinear prorogation of light through an application of Huygens’
principle and the principle of interference (?).
Huygens’ principle states that each element of a wavefront of light serves as

the source of a new outgoing wave. The waveform at any given point in space
and time can be determined through the principle of interference. Fresnel
simply needed to sum the contributions from each outgoing wave that reaches
a given point at a given time. Fresnel’s mathematical treatment of diffraction
identifies the source of diffraction in the wavefront that passes unimpeded
around the diffracting object. He accounted for the interference pattern that is
observed in the shadow of a diffracting object by applying Huygens’ principle
and the principle of interference to sum the outgoingwaves from each element
of the unobstructed wavefront.
Fresnel was able to integrate over the unobstructed wavefront, and found

that the resulting oscillation at any point 𝑃 beyond the diffracting body is
proportional to:

∫ cos(𝜔𝑡 + 𝑘𝑧2)𝑑𝑧, (1)

where 𝑧 is the distance from the source point on the unimpeded wavefront
to the point 𝑃, 𝜔 is the angular frequency, 𝑘 is the wave number, and 𝑡 is
the time (?). Fresnel defined the amplitude of the wave at the point 𝑃 to be
proportional to√𝑈2

𝑐 + 𝑈2
𝑠 , with:

𝑈𝑐 = ∫ cos(𝑘𝑧2)𝑑𝑧, (2)

𝑈𝑠 = ∫ sin(𝑘𝑧2)𝑑𝑧. (3)

These equations are collectively known as Fresnel’s integrals and constitute
the essence of Fresnel’s prize-winning paper to the French Academy of Sci-
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ences in 1818.7 If you apply Fresnel’s integrals to account for the diffraction
of light through a slit in a screen and take the limit as the width of the slit
tends to infinity, then you observe that the light’s propagation beyond the
slit is rectilinear. This is simply due to the effects of destructive interference.
This result established the first formal proof of the rectilinear propagation
of light within the burgeoning wave theory. In conjunction with Fresnel’s
mathematical description of diffraction, this result established the formal
viability of the wave theory of light.
However, to establish the veridicality of the wave theory, Fresnel had to

show that it could successfully account for the observable phenomenon of
diffraction. To observe diffraction, we need a source of light, an object or sur-
face, and a screen upon which to cast a shadow. As a simple example, we can
consider a variant of the famous diffraction experiment that Poisson devised
to test the predictions of Fresnel’s prize-winning paper. In this experiment,
light is cast on a circular disk, and the diffraction pattern is observed on a
screen. Poisson recognized that Fresnel’s wave theory of light predicted that
a bright spot would appear behind the diffracting disk at the centre of the
screen. This central spot was indeed observed, and this experiment served as
an important early verification of the wave theory of light.
At this point in the story, everything seems to be going according to plan for

Worrall’s structural realist. Fresnel’s diffraction integrals appear to correctly
predict the outcome of this novel experiment, and the reason why could very
well be that the mathematical structure of Fresnel’s equations accurately
describes the structure of light. However, the problem remains to show how
Fresnel’s diffraction integrals can be interpreted to provide a well-defined
representation of the structure of light. Fresnel’s integrals are not well-defined

7 In its modern form, the three-dimensional equation states that:

𝑈(𝑥, 𝑦, 𝑧) = 𝑘
2𝜋𝑖 ∫

𝑥′1

𝑥′0
∫

𝑦′1

𝑦′0
∫

𝑧′1

𝑧′0
𝑈1(𝑥′, 𝑦′, 𝑧′)

𝑒𝑖𝑘𝑟
𝑟2 (𝑛̂ ⋅ r)𝑑𝑥′𝑑𝑦′𝑑𝑧′. (4)

Where𝑈(𝑥, 𝑦, 𝑧) denotes the amplitude of the displacement of the wave at the location (𝑥, 𝑦, 𝑧)
(neglecting polarization for the sake of simplicity), 𝑥′0 → 𝑥′1 are the 𝑥 components, 𝑦′0 → 𝑦′1 are
the 𝑦 components, and 𝑧′0 → 𝑧′1 are the 𝑧 components of the wavefront that passes unimpeded
around the obstructing object,𝑈1(𝑥′, 𝑦′, 𝑧′) is the amplitude of each surface element of the
wavefront, and 𝑒𝑖𝑘𝑟/𝑟2 is the amplitude of each propagating wavefront, 𝑘 is the wavenumber, 𝑛̂
and r are the vectors that define the normal of the incoming wavefront and distance to the point
under consideration, and 𝑟 = ‖r‖. It is important to note that Kirchoff was the first to provide the
formal basis for this mathematical description of diffraction. Before Kirchoff, the mathematics of
Huygen’s principle was not well-formulated or even well-defined (?).
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when separated from the mathematical framework of Fresnel’s optical theory.
This framework is required to define the underlying fixed spatial and tempo-
ral structure through which wave propagation is defined. This framework is
required to not only effectively solve Fresnel’s integrals, but to ensure that
they actually define the structure of wave propagation—i.e., to interpret the
mathematical structure. If the structural realist wants to argue that Fresnel’s
diffraction equation can account for the structure of light, then the mathe-
matical formalism that is required to interpret Fresnel’s integrals must be
written out explicitly and included in the set of equations that define Fresnel’s
account of light. This formalism must then be maintained, or at least suitably
translated, in the transition to Maxwell’s theory.
In addition, it is not clear whether Fresnel’s integrals, on their own, can be

interpreted to provide a prediction of the outcome of a diffraction experiment,
or to situate the structure of light within it. The integrals only describe light in
free propagation, but we never observe light in free propagation; we can only
observe light when it interacts with matter. In fact, there is nothing in Fres-
nel’s integrals that makes reference to matter or the condition of observation.
Although the integrals are thought to describe the propagation of light and
the interference pattern that results from the propagation of the unobstructed
wavefront, they cannot take into consideration the actual physical setup of the
experiment. What is lacking is an account that serves to correlate the observ-
able outcome of the experiment to the structure of Fresnel’s equations—i.e.,
to show that the observed result is a consequence of this structure. But this
would require an account that locates this structure within the experimental
setup, which can only be defined by certain aspects of Fresnel’s optical theory
that account for the initial emission, reflection, and observation of light. To
define a continuity of interpretation across theory change, this framework
must also be maintained, or at least suitably translated, in the transition to
Maxwell’s theory.
Unfortunately, the structural realist seems to run into similar problems in

the case of Fresnel’s equations for the reflection and refraction of light—that
is, the reflection of light off of a surface boundary and the bending of light as
it passes through the surface boundary into a medium with a higher or lower
refractive index. After his initial success with diffraction, Fresnel turned his
attention to the newly discovered phenomenon of polarization. Although
the phenomena of reflection and refraction had been studied since antiquity,
the phenomenon of polarization was first observed by Malus in the early
nineteenth century. Initially, the phenomenon of polarization was easily ac-
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counted for by the corpuscular theory under the umbrella of the ray theory of
light.8 Ray theorists held that light consists of a bundle of rays and that each
light ray possessed an inherent asymmetry—(?) uses the analogy of a broom
handle with a nail hammered in it (the broom handle represents the direction
of the ray and the nail its asymmetry). Ray theory offered a theoretical means
to treat polarization as a property of a bundle of rays. The theory suggested
that, under normal circumstances, the distribution of the asymmetries in a
given bundle of rays is entirely random and unobservable. However, under
rare circumstances, they held that the rays with a particular asymmetry could
be preferentially selected, thus resulting in a skewed distribution in a given
bundle. To the ray theorist, polarization was nothing but a prevalence of a cer-
tain asymmetry within a given bundle. The ray bundle theory of polarization
successfully explained a number of early polarization experiments. Unfortu-
nately, this all changed with Arago’s discovery of chromatic polarization and
Fresnel’s discovery of rectilinear, circular, and elliptical polarization (?).
In contrast to the static ray theory of polarization, Fresnel formulated

a dynamical transverse wave theory of light. He suggested that light waves
oscillate in time perpendicular to the normal of the wavefront. This dynamical
conception of polarization marked a profound reconceptualization of the
structure of light. Fresnel’s theory took polarization to be a local feature
of every element of a wavefront. This meant that Fresnel had to trace the
dynamical propagation of every single element of the wavefront in order to
explain the observed behaviour of light. Despite this challenge, Fresnel was
able to devise a successful account of the reflection and refraction of light.
Fresnel’s equations define the polarization-dependent angle of reflection

and refraction at the interface between two transparent substances. To derive
these equations, Fresnel made two assumptions. First, he assumed conserva-
tion of energy across the surface that defines the boundary between the two
substances. Second, he assumed that the amplitude of the transverse polar-
ization is continuous across the surface. Given these conditions, the law of
reflection, and Snell’s law, Fresnel was able to derive his reflection/refraction
equations.9 Fresnel’s equations state:

8 Within the ray theory, light was taken to be constituted out of luminous corpuscles that formed
rays. The rays were assumed to be countable and were taken to correspond to the ray tracks in
geometric optics.

9 The law of reflection states that the angle of incidence equals the angle of reflection 𝜃𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 =
𝜃𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑, both measured relative to the normal of the surface. Snell’s law, or the sine law
for refraction, states that 𝑛1 sin𝜃1 = 𝑛2 sin𝜃2, where 𝑛1 is the index of refraction of the first
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𝑈𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑
𝑦

𝑈𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡
𝑦

= sin (𝑖 − 𝑟)
sin (𝑖 + 𝑟)

, (5)

𝑈𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑒𝑑
𝑥

𝑈𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡
𝑥

= tan (𝑖 − 𝑟)
tan (𝑖 + 𝑟)

, (6)

𝑈𝑅𝑒𝑓𝑟𝑎𝑐𝑡𝑒𝑑
𝑥

𝑈𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡
𝑥

= 2 sin (𝑟) cos (𝑖)
sin (𝑖 + 𝑟) cos (𝑖 − 𝑟)

, (7)

𝑈𝑅𝑒𝑓𝑟𝑎𝑐𝑡𝑒𝑑
𝑦

𝑈𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡
𝑦

= 2 sin (𝑟) cos (𝑖)
sin (𝑖 + 𝑟)

. (8)

Where 𝑈 denotes the transverse amplitude of the displacement of the
light wave at the interface, the subscripts 𝑥 and 𝑦 refer to the orthogonal
components in the plane of polarization, 𝑖 refers to the angle of the incident
and reflected waves, and 𝑟 the angle of the refracted wave (both measured
relative to the normal to the surface).
To establish the veridicality of the wave theory of polarization, Fresnel

had to show that it accounts for the observable phenomena of reflection
and refraction. To observe reflection and refraction, we need a source of
light, a block of a homogeneous transparent substance (e.g., glass), and two
screens—one to observe the reflected light and one to observe the refracted
light. Fresnel’s equations are able to accurately describe the observed location
of the reflected and refracted light in a diffraction experiment.
However, once again, it is not clear whether Fresnel’s equations for the

reflection and refraction of polarized light, on their own, can be interpreted
to provide a well-defined representation of the structure of light. To reit-
erate, Fresnel’s equations for the reflection and refraction of light are not
well-defined when separated from the mathematical formalism of Fresnel’s
optical theory. This framework serves to define the fixed spatial and tempo-
ral structure through which the waves propagate, and the very distinction
between transverse and longitudinal wave propagation. Just as in the case
of diffraction, if the structural realist wants to argue that Fresnel’s equations
can account for the physical structure of reflection and refraction, then the

substance (e.g., air), 𝑛2 is the index of refraction of the second substance (e.g., glass), 𝜃1 is the
angle of the incident light, and 𝜃2 the angle of the refracted light (both measured relative to the
normal to the surface).
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mathematical formalism that is required to interpret Fresnel’s equations must
be written out explicitly and shown to be suitably maintained in the transition
to Maxwell’s theory.
Similarly, it is not clear whether Fresnel’s equations, on their own, can

be interpreted to provide a prediction of the outcome of a reflection and
refraction experiment or situate the structure of light within it. Fresnel’s
equations only describe the structure of light at the interface between the air
and the refractive substance, but that is not what we observe. The structural
realist needs to clarify the sense in which this result is due to the structure
of the phenomenon that these equations are taken to describe. The problem
is that these equations, on their own, are not able to locate this structure in
the world. There is nothing in Fresnel’s equations that makes reference to the
condition of observation, and they cannot take into consideration the actual
physical setup of the experiment. What is lacking, once again, is an account
that relates the observable outcome of this experiment to the structure of
Fresnel’s equations—i.e., to show that the observed result is a consequence
of this structure. Again, this account must be maintained, or appropriately
translated, in the transition to Maxwell’s theory.
In response to these concerns, the structural realist might simply acknowl-

edge that the relevant structures require an interpretation to be formally
defined and correlated to the appropriate structure in nature. Of course, this
will be done differently in each theory, and some features of these interpreta-
tions may be abandoned through theory change, but the underlying structure
remains and can still be effectively correlated to the relevant phenomena. The
problem is that it is not at all clear that Fresnel’s equations will describe the
same structure in this case. We need to be very careful to not mistake a conti-
nuity of symbolism for a continuity of structure. Worrall’s structural realist
needs to show that despite the change in the theory, the relevantmathematical
structure still depicts the same structure in the world.
It is important to note that there is no question here of the instrumental

value of Fresnel’s equations. The question is whether they can be taken to
depict the structure of light, and whether this structure is responsible for the
explanatory and predictive success of the theory. Worrall’s structural realist
needs to show that the explanatory and predictive success of the theory is a
consequence, at least partially, of the accurate description of the structure
of light. To do this, they need to clarify the sense in which this structure is
responsible for the outcome of the relevant experiments—i.e., they need to
directly correlate this structure to the relevant observable phenomena. In the
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case of Fresnel equations, they need to present an account of the structure
of the wave propagation throughout the physical system and correlate this
structure to experimental observation. This requires that they situate Fresnel’s
equations within a framework to account for how light interacts with the
experimental setup. Once this is done, the question is to what extent this
account is maintained, or suitably translated, in the transition to Maxwell and
whether we can still claim that the two theories describe the same structure
in the world.

2.2 The Transition to Maxwell’s Theory

It is clear that within Maxwell’s theory of the electromagnetic field, one finds
equations in the symbolism of Maxwell’s theory that appear to be formally
similar to Fresnel’s equations for the diffraction and reflection and refraction
of light. This continuity is not in question. The challenge is to determine
whether this continuity is merely a symbolic continuity, or whether it repre-
sents a continuity of description. This is a question of the interpretation of
the shared mathematical structure of the theories. Worrall’s structural realist
needs to show that it is the shared structure that is responsible for the shared
success of the theories. However, both theories describe the structure of light
in terms of a transverse wave equation, and both theories seem to refer to this
structure to explain the phenomena of diffraction, reflection, and refraction
of light, so there may not be much of a problem. The only worry is that they
correlate this structure to observable phenomena in slightly different ways.
This concern primarily involves the way in which light is taken to interact
with matter.
Fresnel initially attempted to address the interaction between light and

matter through an account of the phenomenon of dispersion—that is, the
wavelength-dependent refraction of light. He knew that the effects of dis-
persion had to be taken into account and that his neglect of dispersion in
the case of diffraction and reflection/refraction meant that his results were
only approximate in nature (?). In fact, Fresnel put forward an intriguing
idea for the development of a dynamical theory of dispersion (e.g., see ?). He
suggested that dispersion might be the result of the coarse-grained nature of
matter. He assumed that matter is composed of many “atoms” with a certain
characteristic spacing. Fresnel thought that each “atom” would place a stress
on the ether, which he considered to be an elastic medium. Fresnel suggested
that we could use this periodic loading of the ether to account for the phenom-
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ena of dispersion. In Fresnel’s theory, dispersion was taken to be dependent
upon the ratio of the wavelength of light to the characteristic spacing of the
“atoms” in a substance.
Sadly, Fresnel passed away at the age of thirty-nine, before he was able to

complete an account of the interaction between light andmatter (?). However,
three years after Fresnel’s death, Cauchy took up Fresnel’s suggestion for a
theory of dispersion. By applying Navier’s theory of elastic solids and point-
centres of force, he was able to derive a modified wave equation for the
propagation of light within a dispersive substance. Cauchy’s modified wave
equation states:

𝜕2𝜂
𝜕𝑡2 = 𝛼(

𝜕2𝜂
𝜕𝑥2 ) + 𝛽 (

𝜕4𝜂
𝜕𝑥4 ) + 𝛾 (

𝜕6𝜂
𝜕𝑥6 ) + ..., (9)

where 𝛼, 𝛽, and 𝛾 are constants, 𝜂 is the displacement of the ether, and 𝑥 is
the direction of propagation (?). Substituting in the solution 𝜂 = 𝑒2𝜋𝑖(𝑥−𝑐1𝑡)/𝜆,
Cauchy then solved for the velocity of light in a dispersive medium:

𝑐21 = 𝛼 − 𝛽(2𝜋𝜆 )2 + 𝛾(2𝜋𝜆 )4 + ..., (10)

where 𝑐1 is the phase velocity of light, and 𝜆 is the wavelength of light.
This expression shows that in a dispersive medium, the velocity of light is
wavelength-dependent, as we would expect. The index of refraction for a
dispersive substance is then given as:

𝜇2 = 𝛼
𝑐2 −

𝛽
𝑐2 (

2𝜋
𝜆 )2 + 𝛾

𝑐2 (
2𝜋
𝜆 )4 + ..., (11)

The essential feature of Cauchy’s account is the use of a modified wave
equation to represent the effects of dispersion. Since Fresnel placed the locus
of polarization on the wavefront itself, a structural account of an optical
experiment requires that we trace the propagation of a wavefront throughout
the experimental setup. Cauchy’s modified wave equation would have allowed
Fresnel to do exactly that.
The Fresnel-Cauchy theory of dispersion was eventually shown to be funda-

mentally flawed by the discovery of anomalous dispersion by Leroux in 1862.
Leroux observed that a prism filled with iodine gas refracted red light more
than blue light. This contradicted the Fresnel-Cauchy theory of dispersion,
which predicted that the refractive index increases with the frequency of light.
Stokes pointed out that effects of anomalous dispersion could be explained if
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we simply posit that every substance possesses certain natural frequencies of
vibration. He suggested that matter itself is a dynamical system that possesses
natural vibratory frequencies that interact with the incident vibrations of light.
Stokes also noted that the effects of anomalous dispersion could account for
the surface colour of objects.
Maxwell devised a theory of dispersion that took account of the crucial

discovery that every substance possesses a set of natural dispersive frequencies
(?). Maxwell suggested that material bodies are formed out of an immense
number of “atoms,” which occupy holes in the ether. He thought that each
“atom” consists of a number of shells, where the outermost shell is in contact
with the ether. In Maxwell’s view, dispersion was a result of the natural
vibrational character of the shells within each “atom.” The idea is that as light
propagates through a material substance, it can set the atoms in motion. Since
each “atom” has certain allowable oscillatory frequencies, each frequency
represents a natural basis for dispersion.
Maxwell derived a modified wave equation for the propagation of light in a

dispersive substance by specifying the kinetic and potential energy of the ether
between the “atoms” of a substance. Assuming that the system conserves
energy, he was able to derive the equation of motion for light propagation in
a dispersive medium. He found that the propagation of light in a dispersive
substance with a single natural vibrational frequency is given by the following
equation:

(1 + 𝜎
𝜌)

𝜕2𝜂
𝜕𝑡2 − 𝑐2 (

𝜕2𝜂
𝜕𝑥2 ) +

1
𝑝2 (

𝜕4𝜂
𝜕𝑡4 ) −

𝑐2

𝑝2 (
𝜕4𝜂

𝜕𝑥2𝜕𝑡2 ) = 0, (12)

where 𝜂 is the displacement of the ether, 𝜎 is themass of the atomic particles
per unit volume, 𝜌 is the ethereal density, and 𝑝 is the vibrational frequency
of the “atom” (?).10 Assuming that the substance through which the light
propagates has a natural frequency of vibration, 𝑛, Maxwell found that the
index of refraction, 𝜇, in a dispersive substance—within the limits of the
visible spectrum—is given as:

𝜇2 = 1 + 𝜎
𝜌 (1 +

𝑛2

𝑝2 +
𝑛4

𝑝4 + ...) , (13)

10 Note that either one of the last two terms in the above relation is sufficient to produce dispersion
within the substance.
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Maxwell then expanded his dispersion relation to allow for a possibly in-
finite series of natural oscillatory frequencies and determined the refractive
index for a substance through the following relation:

𝜇2 = 1 + 𝑐1
𝑝21 − 𝑛2

+ 𝑐2
𝑝22 − 𝑛2

+ ..., (14)

where 𝑐1 refers to the velocity of a light wave of frequency 𝑝1, 𝑐2 to the
velocity of a light wave of frequency 𝑝2, and so on.11 Through this relation,
Maxwell was able to determine the dispersion of light in any substance once
the natural oscillatory frequencies of the atomic constituents had been found.
Maxwell’s theory of dispersion was confirmed at the end of the nineteenth
century by Rubens (?).
Comparing Cauchy’s and Maxwell’s modified wave equations, we can see

that Cauchy’s structural description of dispersion is not maintained across
the transition to Maxwell’s theory. This is not a surprise, since Cauchy and
Maxwell had a different understanding of the structure of both matter and
the ether. To Cauchy, dispersion was a result of the coarse-grained nature of
matter, whereas to Maxwell, it was the result of the interaction between the
light and the natural oscillatory frequencies of matter. The question is whether
this apparent discontinuity poses any real challenge to the structural realist. It
is clear that both Cauchy and Maxwell agree that light will satisfy a modified
wave equation with additional derivative terms accounting for the dispersive
nature of the substance. Despite the fact that Cauchy and Maxwell disagree
about the nature of the dispersive terms, there is a sense in which they agree
as to the nature of dispersion. That is, that dispersion should be represented
by a modified wave equation.12 It seems that this subtle discontinuity should
not pose a real challenge to the structural realist.
However, it is important to recall that Worrall argues that the success

of Fresnel’s theory is due to the fact that he “attributed to light the right
structure” (?). Given that both theories defend a wave theory of light in which
the key structural features propagate on the wavefront itself, this entails that
they must be able to locate this wave structure throughout an experiment
to correlate it to the observable outcome. Otherwise, one could easily argue
that the equations are of mere instrumental value. The problem is that the

11 This result is based on an account given by (?). A slightly different account concerning dispersion
in prisms is given in (?).

12 In addition, it can also be shown that Cauchy’s formula converges to Maxwell’s when 𝑛, the
natural vibratory frequency of matter, is taken to fall within a specific range (?).
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observable phenomena, in the case of the diffraction, reflection, and refraction
of light, are not correlated directly to the shared wave structure. Due to their
differing accounts of the interaction between light and matter, the specific
mathematical structures picked out by Fresnel and Maxwell as responsible
for the observable phenomena are actually subtly different. The structures
picked out by Fresnel and Maxwell differ because of their disparate accounts
of the emission and dispersion of the propagating wave. It is not the actual
description of the physical structure of light that is continuous, but rather the
more general wave-like nature of this structure. In both cases, we are detecting
something that has the mark of a transverse wave, but not the same physical
structure. However, this may not pose a significant problem for the structural
realist, as one could argue that the shared type of structure is responsible for
a key part of the explanatory and predictive success of the theory.13
In the end, this challenge may be manageable. All that Worrall needs to

show is that, from the perspective of modern science, we can continue to rein-
terpret both Fresnel’s and Maxwell’s theories to account for the right general
structure, instead of a specific physical structure. In this case, it would seem
that we can easily mitigate the challenge posed by the holistic nature of the
interpretation of a mathematical structure in the context of an experiment.
The real problem is that this challenge has only become worse with time. The
past two centuries have witnessed a dramatic shift in the structural account
of matter and the dynamics of light. In particular, the transition to quan-
tum theory and quantum electrodynamics has redefined our fundamental
understanding of the constitution of matter and the structure of light. In the
transition to quantum theory, there can be no question that there has been
a large-scale change in the account of the nature of light, not to mention
the interaction between light and matter and the nature of observation. The
structure of light depicted by these theories can still be defined in terms of a
transverse wave equation, and one can find analogues of Fresnel’s equations
in many cases. However, the actual structures picked out by these equations
are so different, given their theoretical setting, that they simply no longer
constitute a description of the same physical structure in the world.

13 In addition, in the transition fromFresnel toMaxwell, the structural realistmay be able tomitigate
some of these concerns if they can identify an appropriate notion of approximate structural
representation or approximate continuity. However, Saatsi’s (?) appeal to explanatory approximate
truth may not be of much help in this case, as it also seems to run afoul of the holistic nature of
mathematical representation in the physical sciences.
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In addition, it is hard to see how the general structure described by these
equations could account for any physical phenomena or support a robust real-
ism in this case—at least in anything but a vacuous sense. It is for this reason
that (?) frame their structural realism in terms of an account of modal struc-
ture, rather than the structure of a specific phenomenon. But even in this case,
as I will argue in the next section, lingering concerns remain about whether
they can account for the holistic nature of mathematical representation.

3 Ladyman and Ross, and the Problem of Situating
Structures

(?) provide a compelling structuralist interpretation of the epistemology and
metaphysics of modern science. Their structural realism is based on a model-
theoretic account of scientific representation. On this view, scientific theories
are taken to present a family of formal, i.e., mathematical, models, and these
models are assumed to relate to nature through a structural similarity. Specif-
ically, Ladyman and Ross defend a modal structural realism, through which
parts of the mathematical structure of successful scientific theories are held
to map onto the modal structure of reality.14 In response to the pessimistic
meta-induction, they argue (?) that the “idea that science describes the objec-
tive modal structure of the world is not undermined by theory change in the
history of science, since all the well-confirmed modal relations expressed by
old theories are approximately recovered in their successors.” In addition, to
account for the no-miracles argument, they note (?) that if “science tells us
about objective modal relations among the phenomena (both possible and
actual), then occasional novel predictive success is not miraculous but to be
expected.”
In response to the concerns presented in the previous section, Ladyman and

Ross can simply acknowledge that the mathematical structure that Worrall
highlights fails to map onto the physical structure of light. The problem was
Worrall’s narrow focus on the physical structure, rather than the modal struc-
ture, of nature. This modal structure is defined in terms of their account of
“real patterns” in nature (e.g., see ?; ?). Following (?), a pattern is termed “real”
when we can make successful predictions concerning it. These “real patterns”

14 Here, I should highlight the radical ontological nature of their view. As (?) characterize it: “Ontic
Structural Realism (OSR) is the view that the world has an objective modal structure that is
ontologically fundamental, in the sense of not supervening on the intrinsic properties of a set of
individuals.”
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are often identified through data models, which are taken to represent the
underlying phenomena. The patterns within these models are real, in this
sense, when they can be taken as a basis for predictions.
In the transition from Fresnel to Maxwell, we are no longer concerned with

identifying the relevant physical structure that is responsible for the observed
phenomena. Rather, we need to explicate the manner in which the patterns in
the observable phenomena—i.e., the location of the diffracted, reflected, and
refracted light—are accounted for in terms of the relevant modal structure,
where for “modal” one could read “nomological” (?). The laws governing
Fresnel and Maxwell’s accounts of diffraction, reflection, and refraction, are,
indeed, formally similar. They are expressed through the same mathematical
structures, and these structures are both derived through an appeal to a similar
set of principles (e.g., the conservation of energy, Huygen’s principle, etc.). The
remaining question is whether there is sufficient continuity in the broader
formal and theoretical framework to actually show that the same modal
structure in the world is identified and represented in the transition from
Fresnel to Maxwell.
In response to the challenge posed by the holistic nature of the interpreta-

tion of mathematical structure in the previous section, Ladyman and Ross
can simply accept that, to a certain extent, we need to be more careful to
articulate the structures that we presuppose in characterizing a mathemati-
cal representation. Of course, these presuppositions will certainly be weaker
when we are only concerned with representing the general modal structure
of reality. Here, we no longer face the challenge of situating a structure in a
physical setting, but rather, situating a structure in a set of experimental data.
Mathematical modality simply needs to represent the physical modality in
a given domain. All that is required, then, is that both the data model and
the mathematical structure can be defined within the same basic theoretical
formalism. Given that one can formulate both Fresnel’s theory and Maxwell’s
theory within the context of classical mechanics, we can ensure that their
mathematical structures are well-defined and can be formally related to one
another, and, on the assumption that the data model is well-understood, the
structural realist can simply define a mapping between the shared structure
and the “real pattern” in nature.15

15 The hope would be that one could do something similar in the transition to quantum mechanics
as well.
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However, this solution does not entirely alleviate the challenge for the
structural realist. There remains a concern with how we interpret the data
produced in an experiment in the context of the mathematical structure of a
physical theory. Recall that a data pattern is termed “real” when it can serve
as the basis for successful predictions, but to make a prediction in a novel
situation, we need to know the sense in which a given pattern is to be both
located in nature and interpreted.
In response to the question of how “real patterns” are located in nature,

prior to their representation, (?) suggest that “[o]ne picks out a real pattern
independently of its structural description by an ostensive operation—that
is, by ‘pointing at it’.” But here we should “think of ‘pointing’ as meaning
‘directing a measurement apparatus’.” In this context, they (?) are quick to
point out that they “are not suggesting that one begins by locating real patterns
and then discovers their structural descriptions.” Rather,

Location is a recursive practice, and generally goes on against
the background of some already developed structure. In practice,
then, a locator will be a partial interpretation of a structure in the
context of another, presupposed, structure. (?)

Here, Ladyman and Ross suggest that as theory progresses, it specifies the
location of a “real pattern” with greater precision within the context of a
“presupposed” structure that is developed through the refinement of empirical
theory.
This is an important point. In the context of, say, modern particle physics, it

is not sufficient to simply state the energy range in which onemight encounter
some novel structure—i.e., of where a real pattern may be located. To even
understand the sense inwhich a given experiment provides a probe of a certain
energy range, one must presuppose a vast theoretical framework to account
for the operation of the measurement apparatus. Thus, in modern particle
physics, one needs to be careful to clearly specify the relevant theoretical
structure that is presupposed and its role in locating and interpreting the
“real patterns” in nature. The challenge, in this case, is to delineate the sense
in which the broader theoretical and formal framework of particle physics
determines which patterns are real, i.e., detectable, and the manner in which
they can serve as the basis for prediction. This is essential to both locate a real
pattern and correlate it to the nomological structure of the standard model of
particle physics.
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In defence of their view, (?) specifically appeal to modern particle physics,
which they take to not only undermine the individuality of objects required
by traditional scientific realism, but to also motivate their formal account of
scientific understanding. It is clear, even to a casual observer, that modern
particle physics is now largely based on a study of the abstract mathematical
structures that characterize the natural world. Indeed, no pursuit better en-
capsulates the profound structural nature of modern theoretical physics better
than the historical development and conceptual foundation of the standard
model. Here, elementary “particles” are defined through the group-theoretic
structures that characterize their properties. The standard model is a gauge
theory—i.e., a theory through which one appeals to local symmetry structures
to derive the relevant fields and their interactions. Thus, the nature of reality
is described, at its fundamental level, through the structural relations it obeys.
The potential problem is that the standard model of particle physics has

been tested in some of the most elaborate experiments ever devised. To even
understand the output, i.e., data pattern, of one of the ATLAS detectors at the
high-energy particle accelerator at CERN (the European Centre for Nuclear
Research), we need to interpret the results within a broad theoretical frame-
work that includes the standard model itself. The data produced from one of
these detectors is so vast that it cannot possibly be processed.We must discard
the overwhelming majority of it by an initial filtering, which is based upon
theoretical expectations. This filtering process is guided by the standardmodel
itself. But, more generally, the data itself cannot even be processed until it is
“understood” through a theory that defines the detector function. This theo-
retical framework includes quantum field theory, non-relativistic quantum
mechanics, solid state theory, electromagnetic theory, classical mechanics,
chemistry, and computational theory—just to name a few. In the context of
this disparate and inconsistent theoretical framework, it is not always clear
how exactly we should interpret the structure identified by the detector and
the recursive theoretical process through which “real patterns” are precisely
located and related to the modal structure of the standard model.
In themove from “physical” to “modal” structure (within the “real patterns”

account), the hope was that the problem of situating structures “in nature”
would be resolved. But situating a structure in a set of data may be no less
problematic, and for the very same reasons. Once again, we can only interpret
a data patternwithin a theoretical and formal framework, and in the transition
to a new theory, one will again face the same concerns relating to how we
interpret these “real patterns” across inconsistent frameworks. It is not all
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clear the sense in which a “real pattern” from classical physics, or even non-
relativistic particle physics, is approximately maintained in modern high-
energy particle physics, given the vast theoretical change and the deeply
theory-laden nature of the measurement procedure.
However, the hope may be that the theoretical assumptions that go into the

location and interpretation of the data patterns produced by experiments in
modern particle physics are so well-grounded, or general enough, that they
will likely survive any future theory change—at least as an approximation.
Indeed, there is a tradition in the philosophy of physics that has argued for the
necessity of theory-laden experimentation, as an essential feature of scientific
enquiry (e.g., ?; ?; ?). In particular, (?) and (?) have brought attention to the
fundamental role that the framework of modern quantum field theory plays in
the precision tests of the standardmodel, and the search for new physics. They
highlight the importance that this framework plays in securing theoretical
continuity in the search for novel phenomena. But these merits presuppose
that quantum field theory is itself on the right track—i.e., in the sense that it
will be maintained as a low-energy approximation to whatever future theory
replaces it. Thus, the continuity required by the modal “real patterns” account
of structural realism may be easily secured, but only within the framework of
quantum field theory. The concern is that this would pin structural realism
(in the context of modern particle physics) to a particular “assumed structure.”
The modal structural realist would be required to presuppose the framework
of quantum field theory to locate real patterns in nature. But this would sit
uneasily with the structural realist response to the pessimistic induction on
the history of scientific theory change. At the very least, these problems seem
to pose a potential challenge to the structural realism of (?), and its subsequent
defence (e.g., ?; ?; ?).16
In addition, these issues may reach beyond the historical motivation for

structural realism, as they bring into question the manner in which the ab-
stract formal structures of modern physics are related to reality,more generally.
Although this paper has focused on only two articulations of the historical
motivation for structural realism, the assumptions underwriting these po-
sitions are shared by a number of other variants of structural realism (e.g.,
see ?). The common assumption is that modern physical theory presents us
with a family of models, or formal structures, and that the problem of realism

16 This later work has served to further refine the metaphysics and justification of the position, but
has largely maintained the “real patterns” account under consideration (e.g., see ?).
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can be solved if we can simply specify how these structures map onto nature.
This “mapping” or “model-theoretic” account of structural realism (e.g., ?)
has led to a profound new understanding of the nature of mathematical rep-
resentation in physics (e.g., ?), but it has yet to sufficiently articulate how the
“structures” in nature are themselves individuated and identified. Thus, the
concerns addressed in this paper may pose a general challenge to the modern
structural realist, as they may need to pay closer attention to the practice of
how the abstract structure of modern physics is related to the reality that it is
taken to describe.
In this context, there lies a further problem concerning the consistency of

modern science. Here, the issue is that the broader mathematical framework
of high-energy particle physics is, itself, not even consistent.17 The theory
currently lacks a well-defined formulation. Given that the definition of a
mathematical structure essentially depends on the formalism of a theory,
it is unclear whether a mathematical structure within a poorly defined or
inconsistent formalism can be said to represent a structure in nature. It is
interesting to note that this is not a problem in quantum field theory alone.
A pertinent example from the case study in the previous section is Fresnel’s
use of a flawed dynamical formalism (e.g., see ?). In this context, it is also
important to note that Kirchoff was actually the first to provide the viable
formal foundation for Fresnel’s diffraction integrals in the late nineteenth
century. Before Kirchoff, the mathematics of Huygen’s principle was not
even well-defined (e.g., see ?). The structural realist can reformulate Fresnel’s
theory in the context of modernmathematical physics and relate it to amodern
reformulation of Maxwell’s theory. But this sort of formal inconsistency has
been quite common in the history of science—e.g., one could argue that
the entire field of mechanics dealt with poorly-defined structures before the
calculus was reformulated and finally placed on a rigorous foundation. The
concern is that our current physical theories may suffer the same fate, and we
may have to concede that our theories will generally fail to specifywell-defined
structures from the perspective of future science.

17 This is not even to mention the manner in which this framework will be maintained in any
subsequent theory.
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4 Conclusion

The structural realist seems to face a challenge in accounting for the holistic
nature of the interpretation of the mathematical structure of physical theory.
To provide an interpretation of a mathematical structure, we need to specify
the theoretical and formal framework required to give it meaning. The prob-
lem is that even when structures are maintained, their broader interpretations
are often not. The case studies presented in the paper illustrate the need for a
more refined structural realism, one that is able to present a viable account of
how we interpret and situate the structures of a physical theory.
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Focus Effects in Number Sentences
Revisited

Katharina Felka

There are easy arguments for numbers: Arguments that derive the exis-
tence of numbers in a few, simple steps from uncontroversial premises
like the premise that I have ten fingers. In recent literature some authors
have argued that easy arguments rely on a mistaken linguistic analysis
of number sentences like “The number of my fingers is ten”: While such
sentences are traditionally considered as identity sentences, they are
rather specificational sentences. However, (?) has disputed this line of
argument: He argues that in easy argument contexts the pertinent number
sentences function as identity sentences even though they function as
specificational sentences in their standard use. Hence, Barlew concludes,
the rebuttal of easy arguments fails. The aim of the present paper is
to defend the linguistic objection to easy arguments against Barlew’s
criticism.

When philosophers discuss whether numbers exist, they usually assume that
they discuss a hard question that does not have an easy answer. However,
surprisingly, there seem to be very easy arguments for the existence of num-
bers. Just look! I have ten fingers. If I have ten fingers, then the number of my
fingers is ten. Hence, there is a number! Or look at my legs! I have two legs.
If I have two legs, then the number of my legs is two. Hence, there is a num-
ber! In such arguments the existence of numbers is derived from completely
uncontroversial premises, like the premise that I have ten fingers or that I
have two legs. That makes the arguments very puzzling: How can it be that
philosophers have discussed for thousands of years whether numbers exist
if the existence of numbers can be derived from completely uncontroversial
premises in a few, simple steps?
In recent literature some authors have argued that easy arguments fail to

establish the existence of numbers on linguistic grounds. They argue that
easy arguments rely on a mistaken linguistic analysis of number sentences

97



98 Katharina Felka

like “The number of my fingers is ten” or “The number of my legs is two”:
While such sentences are traditionally considered as identity sentences in
which the number words “ten” and “two” appear in singular term position,
they are rather specificational sentences in which the number words appear
in determiner position.1 However, in a recent paper (?) has disputed this line
of argument: He argues that in easy argument contexts the pertinent number
sentences do function as identity sentences even though they function as
specificational sentences in their standard use. Hence, Barlew concludes, the
rebuttal of easy arguments fails. The aim of the present paper is to defend the
linguistic objection to easy arguments against Barlew’s criticism.
The structure of the paper is as follows. Section 1 sketches the linguistic

objection against easy arguments. Section 2 presents Barlew’s (?) argument
to the effect that number sentences function as identity sentences rather than
as specificational sentences in easy argument contexts, in contrast to what
opponents of easy arguments have claimed. Section 3 argues that Barlew’s
argument fails and, thus, that it is warranted to object to easy arguments on
linguistic grounds.

1 A Rebuttal of Easy Arguments

Paradigmatic easy arguments start from a fairly uncontroversial assumption
that does not say anything about numbers. For instance, it is commonly
assumed that Mars has two moons and, thus, that sentence (1) is true:

(1) Mars has two moons.

If sentence (1) is true, then sentence (2) is true as well:

(2) The number of moons of Mars is two.

But, so the argument goes, sentence (2) is true only if numbers exist. Hence,
numbers exist!
Apart from the assumption that sentence (1) is true, the argument relies

on the following two assumptions:

(P1) If sentence (1) is true, then sentence (2) is true.

1 See (?; ?) and (?). The first elaborated criticism of the traditional analysis of the pertinent number
sentences, however, is due to (?). But, in contrast to Felka and Moltmann, he does not defend a
specificational analysis of those sentences.
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(P2) The truth of sentence (2) requires the existence of numbers.

(P2) is based on a certain linguistic analysis of the pertinent number sentence
that was most famously proposed by Gottlob Frege. In his Foundations of
Arithmetics Frege writes:

[T]he proposition “Jupiter has four moons” can be converted
into “the number of moons of Jupiter is four.” Here the word “is”
should not be taken as a mere copula, as in the proposition “the
sky is blue” […] Here “is” has the sense of “is identical with” or
“is the same as.” (?)

Frege, thus, assumes the following:

ID. Sentences of the form “The number of 𝐹s is 𝑛,” where “𝑛” is a
placeholder for a number word, are identity sentences in which “𝑛”
functions as a singular term.

(ID) Sentences of the form “The number of 𝐹s is 𝑛,” where “𝑛” is a place-
holder for a number word, are identity sentences in which “𝑛” functions
as a singular term.

If (ID) is correct, then the number word “two” contained in sentence (2)
functions as a singular term. Since sentences containing singular terms can
be true only if the singular terms refer, (2) can be true only if numbers exist.
However, in recent literature some authors have rejected (ID) (?; ?; ?; ?; ?).

Some of them have argued that sentence (2) is a so-called specificational sen-
tence while specificational sentences are the elliptical remainders of question-
answer pairs (?; ?; ?). According to this analysis, sentence (2) is analysed as
follows:2

(2*) [What the number of moons of Mars is] is [Mars has two moons.]

If this analysis is correct, then the number word “two” is the elliptical re-
mainder of sentence (1). Since the number word functions in sentence (1) as
a determiner, it functions in sentence (2) as a determiner as well. Hence, it
does not function as a singular term and, thus, does not bring it about that

2 Following Barlew, I focus here on the question-answer analysis proposed in (?; ?). See (?) for a
different variant. For the present discussion it does not matter what specificational analysis we
rely on.
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the truth of sentence (2) requires the existence of numbers, as proponents of
easy arguments assume.3

2 Barlew’s Defence of Easy Arguments

(?) concedes that number sentences of the form “The number of 𝐹s is 𝑛” func-
tion as specificational sentences in their standard use. However, he argues that
in easy argument contexts the number sentences function as identity sentences
and, thus, that easy arguments go through. In the following I will first explain
a distinction between narrow and broad focus on which Barlew relies in his
argument and then explain how he uses this distinction to establish his claim.

2.1 Narrow and Broad Focus

Intuitively, the focus of an utterance of a sentence is that part of information
conveyed with the utterance that is most important in the utterance context.4
Take, for instance, the sentence

(3) Paul shattered the china.

When the question under discussion is “Who shattered the china?”, the focus
is on the information provided by “Paul.”When the question under discussion
is “What did Paul shatter?”, the focus is on the information provided by “the
china.”
There are different ways to mark the focus of an utterance. Firstly, we can

mark it by putting intonational stress on some part of the utterance (here
marked with bold letters):

(4) PAUL shattered the china.
(5) Paul shattered THE CHINA.

(4) marks the information provided by “Paul” as the focus of the utterances;
(5) the information provided by “the china.” Secondly, we can mark the focus
of an utterance by choosing a specific syntactic structure. Consider:

3 One might argue that the definite description still induces that (2) is true only if numbers exist.
However, it has been argued that it only induces a pragmatic presupposition and, thus, that
“Mars has two moons” can be a true answer to the question even if numbers do not exist (?).

4 See (?) for a more detailed explanation as well as the pertinent references from the linguistic
literature.
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(6) It was the china that Paul shattered.

(6) marks the information provided by “the china” as the focus of the utter-
ance due to its syntactic structure. Sentences that exhibit such an intonation-
independent structural focus are called focus constructions.
A striking feature of focus constructions is that they give rise to a specific

question-answer behaviour which allows us to check (i) whether some sen-
tence is a focus construction and (ii) what part exactly carries the information
marked as the focus. In relation to (i), consider the following exchanges:

(7) Who shattered the china? # It was the china that Paul shattered.
(8) What did Paul shatter? It was the china that Paul shattered.

The question-answer behaviour of (6) makes obvious that the sentence marks
the information provided by “the china” as the focus. For since this informa-
tion is marked as the focus and, thus, as particularly important, the sentence
cannot felicitously be uttered to answer the first question that does not ask
about it. In contrast, it can felicitously be uttered to answer the second ques-
tion. In relation to (ii), notice that the expression that carries the information
marked as the focus constitutes an appropriate short answer to question (9):

(9) What did Paul shatter?
(6) It was the china that Paul shattered.
(10) The china.

Thus, we can check what short answers are appropriate in order to determine
what expression exactly carries the information marked as the focus.
The example sentence considered above is a case of narrow focus in which

the focus is on a single constituent (“the china”). Barlew points out that
there are also cases of broad focus in which the focus is on the complete
utterance. For illustration, consider a context in which (11) ist the question
under discussion:

(11) What happened?
(3) Paul shattered the china.
(10) # The china.

In this utterance context the focus of an utterance of sentence (3) is not on
a single constituent like “the china.” Rather, it is on the complete utterance.
Accordingly, no single constituent will be an appropriate short answer to the
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question under discussion; we have to utter the complete sentence to answer
the question appropriately. This is a case of broad focus.

2.2 The Number Sentences in Easy Argument Contexts

Both opponents of easy arguments and their critic Barlew assume that specifi-
cational sentences are copular sentences that are distinguished by exhibiting
a structural focus on the post-copular expression.5 They also agree that at least
in their standard use number sentences of the form “The number of 𝐹s is 𝑛”
exhibit a structural focus on the post-copular expression.6 The latter claim is
based on the question-answer behaviour of the number sentences. Consider:

(12) Who has ten fingers? # The number of my fingers is ten.
(13) What is the number of your fingers? The number of my fingers is ten.

// Ten.

An utterance of the number sentence (or simply the number word “ten”) is
an appropriate answer to a question that asks about the information provided
by the number word while it is not an appropriate answer to a question that
does not ask about that information. Since this is to be expected if the number
sentence exhibits a structural focus on the post-copular expression, both
opponents of easy arguments and Barlew assume that the sentence exhibits
such a focus and, thus, functions as a specificational sentence in its standard
use.
However, following (?) and others, Barlew points out that many copular

sentences allow for different uses. Therefore, Barlew says, it is “essential to
determine which reading of [the number sentence] arises” in easy argument
contexts (?). According to Barlew, easy argument contexts are not “contexts
where the interlocutors are wondering about numbers of moons or planets”
since “a philosopher making the easy argument doesn’t actually care how
many moons [Mars] has” (?). Rather, they are contexts in which philosophers
discuss the entailments of ontologically innocent sentences like “Mars has
twomoons.”7 Thus, Barlew says, we have to determine how number sentences

5 See, e.g., (?), (?), (?) for this view. In the philosophical literature, a detailed defence can be found
in (?; ?).

6 This observation is due to (?) and is employed in (?; ?) to argue for the claim that the pertinent
number sentences function as specificational sentences.

7 The distinction between “ontologically innocent” and “ontologically loaded” sentences is due to
(?).
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of the pertinent kind are used in contexts in which philosophers discuss the
entailments of ontologically innocent sentences.
In order to do so, Barlew presents the following example of such a context:

(C) Al and Betty are philosophers. Al is also an amateur astronomer with a
decent telescope but not much background knowledge. After a night
of star gazing Al tells Betty: “Guess what, Mars has two moons.” Betty
replies: “Hmm, I wonder what we can infer from this, or what other
sentences we might say that are true in virtue of this.”

According to Barlew, this is an easy argument context since the question under
discussion is (14):

(14) What are the entailments of “Mars has two moons”?

However, Barlew observes, an utterance of the number word “two” is not an
appropriate answer to the question under discussion, while an utterance of
the complete sentence (2) is:

(2) The number of moons of Mars is two.
(15) # Two.

Thus, Barlew concludes, in the present context the focus is not on the num-
ber word “two” (or any other single constituent); rather, the focus is on the
complete utterance. We thus have a case of broad focus, rather than a case of
narrow focus on the number word (or any other constituent of the sentence).
If Barlew’s consideration were correct, it would present a major difficulty

for the objection to easy arguments presented above. As we have seen, the
objection crucially relies on the claim that number sentences of the form
“The number of 𝐹s is 𝑛” are specificational sentences. But if in easy argument
contexts the number sentences do not exhibit narrow focus on the post-copular
term, they do not function as specificational sentences in such contexts. Rather,
they function as identity sentences, just like proponents of easy arguments
assume.

3 Rebuttal of Barlew’s Defence

Barlew’s defence of easy arguments is successful only if he manages to es-
tablish (i) that the (allegedly special) philosophical use of the sentence “The
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number of moons of Mars is two” he considers is the one pertinent for easy
arguments and (ii) that the sentence functions as an identity sentence in that
use. In the following I will argue that Barlew fails on both counts.

3.1 What Are the Pertinent Uses of the Number Sentences?

As presented above, Barlew concedes that the number sentence “The number
of moons of Mars is two” functions as a specificational sentence in its standard
use. But, he argues, in the uses pertinent for easy arguments the sentence func-
tions as an identity sentence and, thus, the arguments go through. According
to Barlew, the pertinent uses are uses of the sentence in contexts in which
metaphysicians are concerned with the entailments of ontologically innocent
sentences rather than with astronomical facts concerning Mars and its moons.
That is, they are uses in philosophical rather than in ordinary contexts.
However, Barlew’s assumption that easy arguments target uses of the num-

ber sentence in philosophical contexts is mistaken. There certainly are con-
texts in which metaphysicians discuss entailments of ontologically innocent
sentences rather than astronomical facts concerning Mars and its moons.
And in these contexts metaphysicians are concerned with uses of number
sentences. But this does not imply that the uses of number sentences they
discuss are uses in philosophical contexts: Surely, in a given context 𝐶1, one
can discuss features of sentences (including their apparent entailments) as
they are used in a different context 𝐶2. And this is exactly what is going on in
easy argument contexts: In such contexts, metaphysicians discuss features of
number sentences as they are used by ordinary speakers in non-philosophical
contexts. Proponents of easy arguments take every opportunity to emphasise
this. Here is a representative quotation from Thomasson:

[…] the relevant conditions of existence are determined by the
application […] conditions for the terms speakers use […] the
truths […] uncovered by metaphysicians are just ways of making
explicit the ontological implications of the rules we master in
learning to use expressions. (?)

As Thomasson emphasises in this quotation, in easy argument contexts meta-
physicians take expressions in their standard use by ordinary speakers and
investigate their existence entailments in that very use.
Barlew might want to try the following defence strategy:
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It is correct that proponents of easy arguments like Thomasson
focus on standard uses of number sentences by ordinary speakers.
However, a more successful strategy to argue for the existence of
numbers in an easy way is to focus on philosophical uses of such
sentences since philosophical uses of number sentences are identity
rather than specificational uses.

The next subsection shows that this defence strategy fails as well, since Barlew
is unable to establish that the philosophical use of the number sentence he
considers is a non-standard identity rather than a standard specificational
use.

3.2 A Case of Broad Focus?

Let us consider whether Barlew has established that the philosophical use of
the number sentence he considers is a non-standard identity rather than a
standard specificational use. Recall that in the context he presents the question
under discussion is supposed to be (14):

(14) What are the entailments of “Mars has two moons”?

To this question, Barlew claims, sentence (2) is an appropriate answer:

(2) The number of moons of Mars is two.

This could not be the case if the sentence were exhibiting a structural focus on
the number word “two” since then an utterance of the sentence could only be
an appropriate answer to a question that asks about the information provided
by the number word. Thus, Barlew says, the sentence does not exhibit such a
focus and, hence, does not function as a specificational sentence since such
sentences are distinguished by exhibiting a structural focus on the post-copular
term.
However, Barlew’s claim that sentence (2) is an appropriate answer to the

question under discussion is mistaken. For the question under discussion
requires examples of sentences. In particular, it requires examples of sentences
that are entailed by the sentence “Mars has two moons.” But an utterance
of sentence (2) does not give an example of such a sentence: An utterance
of sentence (2) does not say anything about sentences or other linguistic
expressions; it only says something about Mars and its moons. Therefore, it
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does not constitute an answer to the question under discussion. In contrast,
an utterance of sentence (2Q) does constitute an answer to the question under
discussion:

(2Q) “The number of moons of Mars is two.”

An utterance of sentence (2Q) is the short version of the following complete
answer to the question under discussion, which, indeed, is also an appropriate
answer to (14):

(2L) “Mars has two moons” entails “The number of moons of Mars is two.”

But from the observation that (2L) constitutes an appropriate answer to the
question under discussion we cannot derive anything about the information
structure of some other sentence. In particular, we cannot derive anything
about the information structure of sentence (2), with which opponents of
easy arguments are concerned.
To drive my point home, consider the following argument that is analogous

to the one that Barlew presents. In the previous section we considered the
sentence “It was the china that Paul shattered” as an example of a focus
construction that marks the information provided by “the china” as the focus.
One might now try to establish that in some contexts the sentence does not
mark the information provided by “the china” as the focus. Take, for instance,
a context in which the question under discussion is (16):

(16) What is an example of a focus construction?

To this question, one might argue, an utterance of sentence (6) is an appropri-
ate answer while an utterance of (10) is not:

(6) It was the china that Paul shattered.
(10) # The china.

Thus, so the argument would go, the sentence “It was the china that Paul
shattered” does not mark the information provided by “the china” as the focus
in the present context since then an utterance of the sentence could only be an
appropriate answer to a question that asks about that information. But, again,
the argument fails since it relies on themistaken assumption that an utterance
of sentence (6) is an appropriate answer to the question under discussion
while in fact only an utterance of sentence (17) or of its short version (18)
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is—and it is exactly since sentence (6) marks the information provided by “the
china” as the focus:

(17) An example of a focus construction is “It was the china that Paul shat-
tered.”

(18) “It was the china that Paul shattered.”

For the very same reason Barlew’s argument fails to establish that the sen-
tence “The number of moons of Mars is two” does not mark the information
provided by “two” as the focus in the specified context. Therefore, it also fails
to establish that sentence (2) functions as an identity sentence in that context.
Let me finally point out that Barlew might try to rescue his point by modi-

fying the question under discussion such that it does not ask for examples of
sentences anymore. For instance, the question could also be:

(19) What follows from the fact that Mars has two moons?

However, an utterance of sentence (2) is not an appropriate answer to this
question either; eventually only “(From the fact that Mars has two moons it
follows that) the number of moons of Mars is two” is. But, again, from the
observation that the latter sentence is an appropriate answer to question (19)
we cannot derive anything about the information structure of sentence (2).
The same holds for every other question one might want to try to bring to
Barlew’s rescue I can think of. I thus conclude that Barlew’s argument fails.

4 A More General Reply

Finally, let me give a more general reply to Barlew’s criticism that is indepen-
dent of the subtleties of the previous discussion. As pointed out at the outset,
our easy argument relies on the following two premises:

(P1) If sentence (1) is true, then sentence (2) is true.
(P2) The truth of sentence (2) requires the existence of numbers.

Proponents of easy arguments usually rely on standard uses of sentence
(2) in the premises (P1) and (P2). But if they rely on standard uses, then
premise (P2) fails. For the justification of (P2) is based on the assumption that
number sentences like (2) are identity sentences. But in their standard use
such sentences function as specificational rather than as identity sentences.
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One may now follow Barlew and try to argue that there are also non-
standard—perhaps special philosophical—uses of the number sentence in
which it does function as an identity sentence. Indeed, one may simply stip-
ulate that one takes the sentence in the sense of “The number of moons of
Mars = the number two.” But if proponents of easy arguments rely on such
a special non-standard use of the sentence, then premise (P1) of the easy
argument becomes highly unobvious. For the justification of premise (P1) is
based on the observation that ordinary speakers take the two sentences to be
truth-conditionally equivalent. Since the pertinent speakers’ intuition relies
on standard uses of the number sentences, premise (P1) loses its justification
if one does not rely on such uses.
Thus, if one agrees that number sentences like (2) function as specificational

sentences in their standard use (like Barlew does), then it does not matter
whether there are any further non-standard uses of the sentences in which
they function as identity sentences. For if one relies on such non-standard
uses, then premise (P1) of the easy argument loses its justification and the
argument fails nevertheless.

5 Conclusion

Barlew recently argued that in easy argument contexts number sentences like
“The number of moons of Mars is two” are used in a non-standard way: They
are used as identity rather than as specificational sentences. Thus, Barlew
claims, a rebuttal of easy arguments on linguistic grounds is unconvincing.
The present paper defended the linguistic objection to easy arguments against
Barlew’s criticism. In particular, it has been argued that (i) the uses that are
pertinent for easy arguments are standard uses and (ii) Barlew’s considerations
do not even show that there are non-standard uses of the number sentences
in which they function as identity sentences. Since Barlew’s defence of easy
arguments thus fails, the linguistic objection against easy arguments stands.
Arguing from “Mars has two moons” to “The number of moons of Mars is
two” is no quick and easy way to establish the existence of numbers, since
such an argument has to rely on amistaken linguistic analysis of the pertinent
number sentence.

Dialectica vol. 76, n° 1



Focus Effects in Number Sentences Revisited 109

6 References

*

Katharina Felka
0000-0002-4921-8815
University of Graz

katharina.felka@uni-graz.at

* Many thanks to the audience of the CLLAMmeeting in Stockholm, Alex Steinberg as well as
two anonymous referees for helpful discussions and comments.

doi: 10.48106/dial.v76.i1.04

https://doi.org/10.48106/dial.v76.i1.04




What Is the Point of Persistent
Disputes?

The Meta-Analytic Answer

Alexandre Billon & Philippe Vellozzo

Many philosophers regard the persistence of philosophical disputes as
symptomatic of overly ambitious, ill-founded intellectual projects. There
are indeed strong reasons to believe that persistent disputes in philos-
ophy (and more generally in the discourse at large) are pointless. We
call this the pessimistic view of the nature of philosophical disputes.
In order to respond to the pessimistic view, we articulate the support-
ing reasons and provide a precise formulation in terms of the idea that
the best explanation of persistent disputes entails that they are point-
less. We then show how to answer the pessimistic argument. Taking
a well-known mathematical controversy as our paradigm example, we
argue that some persistent disputes reflect substantive disagreements at
the “meta-analytic” level, i.e., disagreements about the best way, among
quite different candidates, to understand the topic at issue, and the best
associated cluster of analytic truths one should accept concerning it.
Moreover, our concrete example shows that such meta-analytic disagree-
ments can, in principle, be settled and yield a genuine theoretical (as
opposed tomerely pragmatic) breakthroughs.We conclude optimistically
that persistent disputes can be an important means of fostering epistemic
progress.

It is commonplace to observe that people tend to disagree and argue about
a multitude of issues, from the most trivial to the most sophisticated. Some
disputes last but briefly, others endure for more significant lengths of time
(sometimes for decades or even, arguably, for centuries). The history of phi-
losophy is replete with disputes of the latter, long-lasting kind; or, as we call
them, “persistent” disputes. To take a few illustrative examples, consider the
nominalism-realism debate, the “free will” debate, or the mind-body problem.
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The persistence of philosophical disputes has often been taken as symptomatic
of over-ambitious and wrongheaded intellectual projects; the very ubiquity
of such disputes has been used as an argument for the need for an extensive
overhaul of the field.1 For instance, Descartes dismissed both the philosophy
and the science of his predecessors as dubious and ultimately ill-grounded,
“seeing that it has been cultivated for many centuries by the best minds that
have ever lived, and that nevertheless no single thing is to be found in it which
is not subject of dispute.” Ironically, Locke subsequently accused Cartesians
of breeding “disputes […] never coming to any clear Resolution […] proper
to only continue and increase their Doubts, and to confirm them at last in
a perfect Skepticism” (?).2 In his autobiography, Hume explained that he
was struck very early by the fact that “Philosophy […] contain[s] little more
than endless Disputes, even in the most fundamental Articles.”3 Kant began
his first critique with a gloom-ridden reflection on the fact that metaphysics
is nothing but “a battle-field of endless controversies.” In the 20th century,
Wittgenstein and Schlick, among others, expressed a similar verdict. “Two
thousand years of experience, argues Schlick, seem to teach that efforts to put
an end to the chaos of systems and to change the fate of philosophy can no
longer be taken seriously” (?). Wittgenstein famously construed this chaos as
a series of “endless misunderstandings.”4
Yet these philosophers disagreed both on the exact diagnosis and on the

best treatment of persistent disputes. While Descartes thought that philos-
ophy needed a constructive reestablishment that would put an end to its
persistent disputes by answering the questions that had given rise to them,

1 This theme is developed by (?, I).
2 In a fragment on medicine, he also says that rationalists “lay a foundation for endless disputes”
(?).

3 In the Enquiry Concerning Human Understanding, Hume distinguishes two kinds of pointless,
persistent disputes that we will later review:

It is true; if men attempt the discussion of questions, which lie entirely beyond
the reach of human capacity, such as those concerning the origin of worlds, or the
œconomy of the intellectual system or region of spirits, they may long beat the
air in their fruitless contests, and never arrive at any determinate conclusion. But
if the question regard any subject of common life and experience; nothing, one
would think, could preserve the dispute so long undecided, but some ambiguous
expressions, which keep the antagonists still at a distance, and hinder them from
grappling with each other. (?)

4 “Ordinary language leads to endless misunderstandings” (?). For all these references, we have
drawn on Rescher’s (?, ch. I) useful survey of philosophical diversity.
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other philosophers thought that the revisions needed would turn out to be
destructive rather than constructive, appearing to defuse persistent disputes
yet without answering the questions that had given rise to them. While Ratio-
nalists such as Descartes took it that persistent philosophical disputes could
be solved in principle, if only the proper rational steps were taken, Empiri-
cists and Kantians believed that they could only be “dissolved.” For these
latter philosophers, the very fact that the enduring disputes had lasted for
such a long time meant that they could not be solved at all (thus the endless
characterization), and that it was simply pointless for the contending parties
to continue to argue over the disputed matters. In what follows, we shall
call “pessimistic” the claim that persistent disputes are always pointless and
“optimistic” the claim that they are not always so. We shall come back to the
question of why Rationalists, but not Empiricists, tend to be optimistic about
persistent disputes.Despite its impressive philosophical pedigree and the ad-
mittedly strong intuition it embodies, the pessimistic stance on persistent
disputes has seldom been adequately defended. Contemporary researchers do
often appeal explicitly to pessimistic intuitions, usually in order to dissolve
some perennial disputes (in metaphysics, think of ?; ?; in epistemology, of ?;
in metaphilosophy, of ?; or ?).5 However, they hardly try to justify or deepen
that intuition. To our knowledge, there is no direct argument in the literature
purporting to show that, in philosophy or elsewhere, persistent disputes must
be pointless in virtue of their very persistence. Moreover, no one has explicitly
pointed out what is supposed to be wrong with the fact that a dispute persists
for a long time. This paper aims at filling this lacuna while delineating the
optimistic defense of persistent disputes.
After having defined disputes in section 1 and their persistence in section 2,

we survey in section 3 the different ways in which a dispute may be said to be
pointless. We then put forward in section 4 what we take to be the strongest
pessimistic challenge to the optimistic claim that persistent disputes may
in fact have a point. The challenge relies, as we shall see, on the fact that
when a dispute persists for a long time, the best explanation for its persistence
seems to render it pointless. In section 5, we consider a real-world example
of a persistent dispute that has turned out demonstrably to have a point: the
“Functions Controversy.” Drawing on this example, we argue that some persis-
tent disputes do have a point, and that their point is meta-analytic, implicitly

5 Some make it clear that persistent disputes may be “interesting” even though they are pointless
(more on that soon). (?) suggests that if philosophical disputes were all persistent, philosophy
would be pointless. He argues, however, that they are much less persistent than they seem.
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concerning the best way, among quite different candidates, of understanding
the terms and objects at issue. We show that such meta-analytic disputes can
be settled and yield genuine theoretical (as opposed to merely pragmatic)
progress.
The topic of disagreement has recently come to the fore of the philosophical

agenda, yielding a multiplicity of debates about faultless disagreements, peer
disagreements, deep disagreements, philosophical disagreements, and the a
priori, conceptual engineering and metalinguistic negotiations. The question
of persistent disputes, as we shall see, cuts across a variety of debates. It is
therefore difficult (if not impossible) to do full justice to the precise ways in
which these varied approaches interact. In the penultimate section 7, however,
we connect our optimistic defense of persistent disputes to some of these
recent debates and argue that it can prove fruitful for our understanding
of the importance of metalinguistic negotiations and related phenomena in
science and philosophy.

1 Disputes

At first approximation, a dispute over a sentence 𝑞 is a situation in which
different parties

• seem to disagree about 𝑞: while Pro asserts 𝑞’s truth, Con denies it,6
• argue against each other in order to find out which one is correct, and
which one is incorrect.

Note that there are countless ways in which one might object to this first
approximation, going on consequently to build in complex and precise detail
by way of refinement and exactitude. For our present purposes, however, a
brief characterization should suffice.

6 We assume throughout the paper the following equivalence schema: the proposition expressed by
a given sentence use is equivalent to the proposition asserting the latter’s truth. We also assume
that assertion and denial are incompatible speech-acts (one cannot coherently assert and deny
the same proposition) and exhaustive speech-acts (someone who has settled his mind about a
proposition should be disposed to assert it or to deny it).
For simplicity, we suppose (against, e.g., dialetheists such as ?) that asserting that q is not true

amounts to denying that q is true and thus to engaging in a dispute with someone who asserts
that q is true.
Two parties disagree when one asserts and the other denies q(’s truth).
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Parties. The parties involved in a dispute might be single individuals, or
collectively, they might form groups. Moreover, the weight or preponderance
of the argument on each sidemightwell be asymmetric. Consider, for example,
the dispute over whether the earth is flat, opposing (in the present day) a
negligibly small number of flat-earthers to virtually everyone else. Or, to take
a limit case, think about the disputes opposing some delusional patients to
their doctors and families (see ?; ? for a couple of relevant case reports).

Aims. We assume in this paper that the primary aim of a dispute is to find
out who is right or wrong, that is, whether Pro’s assertion is true, and Con’s is
false or the opposite. Some might object that the aim of a dispute should be
construed in terms of knowledge, or of some other norm of assertion, rather
than truth (see e.g., ?). This point is well taken. Because it will make things
simpler, however, and because we believe it does not affect the main thrust of
our arguments, we will neglect alternative, knowledge-based, views of the
primary aim of disputes.
Be that as it may, a dispute might be quite useful even when it does not

fulfil its primary aim. Pursuing it might, for example, allow the disputants to
attain other valuable cognitive goals, such as finding out that it is impossible
to reach the primary aim of the dispute, or that they need further evidence,
or again that this dispute is connected in surprising ways to other classical
disputes, and so on. In the case of collective or group-based disagreements,
the dispute might allow a select few individuals to realize whether or not they
are correct, even in the absence of a collective forming of opinion. In such
cases, we might say that the dispute has fulfilled some of its secondary aims,
and that it is accordingly interesting, even if it has no point. Finally, when
neither its primary aim nor its secondary aims can be reached, a disputemight
still serve what we might call adventitious aims: aims that are not directly
related to epistemic values. Participating in a philosophical dispute to which
one has skillfully and adeptly devoted time and effort, for example, might
help one keep one’s job as a philosopher and pay one’s rent on time.

2 Persistence

What about persistent disputes, one might ask? “Persistent” is a rather vague
and context-sensitive word. In order to make explicit what we mean by it, we
need to be clear as to the role we assign to the notion of persistent disputes.
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This notion is epistemologically useful and significant, we believe, because
the persistence of a dispute casts a doubt on its having a point. For the doubt
to arise, two things are necessary. First, a persistent dispute must have existed
long enough to allow all participating parties to share their evidence, exten-
sively argue, and thoroughly assess the arguments put forward. Although
this might depend on the pace of exchanges and on the number of people
involved, it might be surmised that several decades should suffice for the pro-
cess to be completed. However, this condition is neither precise, nor sufficient,
for constraining the analysis. To see why, suppose that new and important
experimental results for and against 𝑞 reliably emerge over a short period of
time (say, every year), and that as a result, a couple of antagonistic scientists
contend over 𝑞 for decades. The very long time they have spent arguing would
not be epistemically challenging, or not quite as much as it would have been,
had the relevant empirical evidence remained constant all along. It would
indeed be easily explained by the continuous discovery of new empirical
data, contributing to each new iteration of their argument. Accordingly, if
we do not want to deprive the category of persistent disputes of much of its
epistemological usefulness and significance, we should say that a dispute over
𝑞 is persistent only if, while the relevant available empirical evidence did not
significantly change, it has lasted long enough to allow all parties to share their
evidence, extensively argue, and thoroughly assess the arguments put forward.
Conversely, we count as persistent a dispute satisfying this condition. The
examples from the history of philosophy given above do not all qualify as
persistent disputes in this sense, as for some of them (most notably, the “free
will” debate), the relevant empirical evidence has in fact significantly changed
over the centuries. But one thing the debates we adverted to should have in
common is that they all involve a series of persistent disputes in our given
sense. Thus, one might say that both the discovery of classical mechanics and
the discovery of quantum mechanics ended a form of persistent dispute over
free will and, at the same time, gave rise to a new variant. Similarly, when
Thomas Young made his two-slit experiment, one arguably persistent dispute
over the nature of light (wave or particle) ended, and another one took its
place.
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3 Varieties of Pointless Disputes

3.1 What Is a Pointless Dispute?

Throwing a rock at the sky is pointless if it is aimed at knocking the moon
off orbit or at causing rainfall in the Sahara. It is not pointless if it is part of a
game or play. More generally, an action has a point if and only if, given one’s
capacities and the laws of nature, it allows one to reach the aim we assign to
it. A dispute is a kind of action too, albeit a collective action. And just like
throwing a rock, it will have a point if and only if it permits the disputants
to achieve the aim of the dispute. As we have seen, disputes can be assigned
many aims. Previously, we distinguished the primary aim of a dispute (finding
out who is right and who is wrong) from its secondary aims (such as finding
out whether the primary aim can be attained) and adventitious aims (such as
keeping one’s job as a philosopher). No one would be tempted to say that a
dispute has a point only because it allows one to reach some of its adventitious
aims. The matter is less straightforward when it comes to secondary aims.
There is, in any case, an interesting category of disputes that are pointless in
the sense that, given their epistemological profile, taking part in these disputes
cannot allow the disputants to reach the primary goal of these disputes, that is,
cannot allow them to find out who is right and who is wrong about 𝑞. By the
“epistemological profile” of a dispute, we mean not only the rationality of the
parties, broadly understood (that is, their epistemic virtues and capacities,
and the various epistemic vices, motivational influences, and cognitive biases
that might hinder the exercise of the former), but also the way rationality
itself (in terms of capacities, virtues, biases, and influences) evolves over
time. We should also include in the epistemological profile of a dispute the
distribution of the relevant available evidence and its relation to both parties
(i.e., how easily accessible it is to both) and other relevant epistemological
factors. In what follows, we focus on disputes that are pointless in this primary
sense. Importantly, if a dispute is pointless (in that sense), the fact that the
parties want to find out who is right and who is wrong gives them no practical
reason to keep arguing against each other. If that is the only thing they are
hoping to achieve, then the debate is indeed terminally devoid of point, and
the disputants would be better off engaged in other pursuits.
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Figure 1: Four ways for a (persistent) dispute to be pointless.

3.2 A Typology of Pointless Disputes

It is possible to distinguish four types of pointless disputes. Notice that appear-
ances notwithstanding, opposing parties engaged in a dispute might in fact
both be right. In such a case, we should say that the dispute is not genuine. If
a dispute is not genuine, then neither of the disputants is wrong; it is accord-
ingly impossible to find out which of the two is wrong and a fortiori to settle
the issue by arguing antagonistically. Non-genuine disputes are, therefore,
manifestly pointless. There are, however, two different ways for a dispute to
be non-genuine, as we shall now explain.

Verbal disputes. Typically, a non-genuine dispute is one in which both
parties do not genuinely disagree. Yet, one might ask, how can two speakers
fail to disagree if one asserts that 𝑞 is true, while the other denies it? Such an
eventuality might easily obtain if the speakers misunderstand each other, for
example, if 𝑞 contains ambiguous terms, and the disputants are linguistically
at odds over the various intended contents. In such a case, it turns out that if
there is disagreement at all, it is about how to use words and their possible
meanings, and not matters of deeper substance. Thus, the apparent dispute
is, contrary to first impressions, merely verbal.7 For instance, it is sometimes

7 Some disputes might be verbal and substantive, rather than merely verbal, if q is itself about
language. For simplicity, we will suppose that q is not about language and that verbal disputes
are all merely verbal.
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claimed that in matters of taste, disputes are verbal because what “tasty”
means is tantamount to “tasty for the speaker who utters it,” and will, on this
analysis, mean different things as uttered by different speakers. The claim
that metaphysical disputes are verbal corresponds to a form of metaphysical
pluralism. (?) seems to have held such a view about ontology.8 (?) has recently
revived that view, arguing that many (but not all) metaphysical disputes are
verbal.

Relativist disputes. There are moreover some non-genuine disputes in
which the disputing parties nevertheless genuinely do disagree. That is to
say, there is no linguistic misunderstanding of the type above, and yet, in-
tuitively at least, both parties really do put forward conflicting proposal. A
similar conundrum arises: how can two people, who are said to genuinely
disagree with each other, nevertheless both be correct? The answer is that such
a predicament might occur if the truth of the disputed sentence is relative to
certain parameters, be they moral standards or standards of taste, theoretical
frameworks or paradigms, and similar. (?) argues that even when they are
genuinely conflicting and not ambiguous, a sentence 𝑞 and its negation can
be both correct because they are not correct in or relative to the same “world.”
Goodman calls his view radical relativism, and his relativism is indeed radi-
cal in the sense that it is universal. More recently, some philosophers have
advocated circumscribed forms of relativism (see ?). Some have argued that
disputes about taste are not usually verbal because adversaries in matters of
taste do not talk past each other; when I say that spinach is tasty and you
deny it, our speech acts bear on the same proposition, and our disagreement
is tangibly real. Such a disagreement, it has been claimed, might nevertheless
be faultless (in the relevant sense that permits both of us to be right) if truth
about matters of taste is made relative to latent standards of assessment. (?)
has held that metaphysical disputes are relativist and endorsed metaphysical
relativism. As we understand him, (?) argues that many disputes in the politi-
cal and social domain are “endless,” because they are relativist. (?) seems to
hold a similar view (which he calls “non-objectivism”) regarding many moral
disputes.

8 More precisely, Carnap’s (?) viewwas that there are two possible readings of ontological questions:
on one “internal” reading, they are verbal; on another “external” reading, they are empty. It
should be reminded, however, that Carnap granted a useful, pragmatic role to certain external
ontological questions, namely that of helping us choose and coordinate on a given ontological
framework (see ?).
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Empty disputes. Genuine disputes are disputes in which at least one party
is not right about 𝑞. Yet these types of debates might be pointless too. Starkly,
this will obtain when neither party happens to be correct about the matter
at issue. In such a case, the primary aim of the dispute—finding out which
one of the two parties is right and which is wrong—will as before be impos-
sible to achieve. One might say by way of a stipulative definition that when
both opponents are not right, their dispute is empty. Trivially, if the disputed
sentence 𝑞 is meaningless, the dispute over 𝑞 is empty. In such a case, it is
a moot point whether the parties do in fact disagree.9 Expressivists about
taste might thus argue that “spinach is tasty” or “ ‘spinach is tasty’ is true”
are merely expressions of feelings which are neither true nor false and that
disputes about such matters are always empty. In metaphysics, the claim that
disputes are pointless because they are empty has been maintained by the
Logical Empiricists. It expresses a form of metaphysical anti-realism (?). (?)
and (?) argue that some metaphysical disputes might indeed be empty.
Empty disputes constitute a central case of the category of pointless genuine

disputes. We now come to a third.

Inscrutable disputes. In order to have a point, a dispute must be genuine
and non-empty. Let us call “substantive” a dispute in which one party is
right while the other party is not. Not all substantive disputes have a point. A
substantive dispute will indeed be pointless if it is impossible for the parties
to come to an agreement through rational exchange, that is, if the epistemic
reasons justifying the assertion or the denial of 𝑞 are inaccessible to one of the
parties. Note that the impossibility and inaccessibility at stake in this context
are epistemological. They depend on what we have called the epistemological
profile of the dispute, and in particular on the rationality of the disputants.
We call those disputes whose epistemological profile makes it impossible to
convince by dint of reasons the error-committing party, inscrutable disputes.
The claim that traditional metaphysical disputes are pointless because they
are inscrutable expresses a form of metaphysical skepticism. This Humean or
Kantian view has contemporary advocates. (?) puts forward an argument to
the effect that they are always inscrutable. (?) claims that some of them are.
Verbal, relativist, empty, and inscrutable disputes are subcategories of point-

less debate. Conversely, if a dispute is neither verbal nor relativist, empty or

9 We have assumed that the norm of assertion is truth and truth only, and we will suppose that a
meaningless sentence cannot be true and should not accordingly be asserted.
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inscrutable, it is a substantive dispute in which, given their cognitive capaci-
ties, the disputants can, in principle, come to an agreement over 𝑞 bymeans of
argument and rational persuasion. It will accordingly be a dispute that has a
point. Verbal, relativist, empty, and inscrutable disputes thus nicely partition
the field of pointless disputes (see 1).
Note that there is an interesting contrast between verbal, relativist, and

empty disputes, on the one hand, and inscrutable disputes, on the other.
Whereas the first three types are pointless for a semantic or an ontological
reason, the last type is pointless for an epistemic reason. Importantly, as
we have emphasized, a dispute might be pointless but still interesting and,
accordingly, worth having. (?) claims that this has been the case of some
ontological disputes that are inscrutable, and (?) argues that this is the case of
many philosophical disputes that are verbal.

4 The Pessimistic Challenge to Persistent Disputes

Our general discussion of the futility of disputes is directly relevant to per-
sistent disputes, which may turn out to be pointless in precisely four differ-
ent ways, on the present analysis: they may be verbal, relativist, empty, or
inscrutable. Our question is now the following: Is there something in the
persistence of a dispute that makes it likely to fall into one of these categories?
It may be assumed that some persistent disputes are pointless, but why should
the very persistence of a dispute always make it pointless? Since we are envis-
aging an internal connection between persistence and pointlessness, we need
to examine general arguments for the pointlessness of persistent disputes.
We shall see, however, that these general arguments can also be applied on
a case-by-case basis, yielding more cogent conclusions for some persistent
disputes, as opposed to others.
There is an obvious inductive argument which infers endlessness from

persistence: if a dispute has existed for a very long time without having been
settled successfully, it will never be. When Empiricists or Kantians say that
metaphysical disputes are endless, they seem to appeal implicitly to an ar-
gument of this kind. The weakness of the inductive argument is easy to see
once the latter is made explicit. For instance, a similar argument would have
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concluded twenty years ago that the perennial search for a demonstration of
Fermat’s last theorem was pointless, which we know is obviously false.10
More significantly, the inductive argument fails to distinguish between

persistent disputes and persistent questions. When a dispute exists for a very
long time, the intuitive worry is not so much that a complicated question
fails of an answer (persistent questions are legion in mathematics and natural
sciences, and few would claim that their persistence means that they are
pointless). The intuitive worry is rather that, despite their common knowledge
of the unsettled issues, the parties do not relinquish their dispute and continue
to hold and argue for (apparently) dissenting views. In a genuine persistent
dispute, one of the parties does not know that she is not right, and that she
does not know the answer to the question. But this is not so, in general, with a
persistent question (think again of the many conjectures and open problems
in mathematics and physics which do not yield persistent disputes). Unlike
persistent questions, persistent disputes involve a form of reflective opacity.
Accordingly, they seem much more worrying from an epistemological point
of view than mere persistent questions.11
This intuitive worry forms the basis of a serious philosophical challenge,

a challenge that is abductive rather than inductive. The challenge is to ex-
plain the persistence of a given dispute without assuming that it is pointless.
What might account for the fact that parties persist in disputing a sentence’s
truth if their dispute is not, in one way or another, pointless? Below, we will
introduce two important and connected problems that the theorist we have

10 The inductive argument is probably stronger in the special case of philosophical persistent
disputes, as one could contend that none of the philosophical disputes that have lasted a long time
have been solved.This last claim, however, is less obvious than it seems. (?) has for example argued,
rather convincingly, that if we individuate philosophical disputes properly (and distinguish, for
example, the various questions that we loosely put under the heading mind-body problem but
that have been raised at very different historical periods and are indeed quite different), the track
record of philosophy is similar to that of other fields, and that once philosophical questions
are properly individuated, philosophical disputes last much less than is usually assumed (many
remain persistent in our sense). Moreover, there are other fields in which disputes tend to last.
In a classical paper, (?) argued that some concepts are “essentially contested,” i.e., are bound to
lead to endless disputes, in part because of their evaluative character. These include the central
concepts of political science and legal theory. In any case, our question at this point is not limited
to philosophy: we are wondering whether the persistence of a dispute per se generally gives us
reason to deem it pointless.

11 There is an additional difference between persistent questions and persistent disputes that we
shall not consider here. In a persistent dispute, the parties typically know that someone who
is likely to be a peer disagrees with them. This knowledge gives rise to the problem of “peer
disagreement” (see ?; ?; ?; as well as ?; ?).
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characterized as optimistmust face in order to answer this challenge. The first
one is, roughly, that if a dispute which has a point persists, both parties should
become competent enough to settle it after a reasonable time. This dispute
should not, accordingly, be persistent. This is the competence problem. The
second one, which we call the problem of apt a priori disagreement, can be
stated thus: when a dispute persists and involves sufficiently rational subjects
who can share the relevant empirical evidence, it reflects a persisting a priori
disagreement among rational subjects whose judgments are both apt. But
it is hard to see how such a thing could be possible. Taken together, these
two problems suggest that the challenge cannot be met and that persistent
disputes are pointless.

4.1 The Competence Problem

How can a dispute persist if it is not pointless? A successful explanation
should first grant that the dispute is substantive: one party must be wrong and
the other right; otherwise, the dispute would be merely verbal, relativist, or
empty, and hence pointless. It should accordingly explain the persistence of
the dispute in epistemological terms, invoking a bad epistemological profile
of the dispute. The epistemological profile must not be too bad, however; that
is to say, it must not be incorrigibly bad, for otherwise the dispute would be
inscrutable and pointless. In other words, the parties should be competent
enough to settle the dispute, but their performance should be impeded by
some epistemological obstacles liable to be overcome, albeit extremely slowly.
Let us see how this might happen by singling out the epistemological

obstacles that might plausibly explain persistent disagreements—call these
persistent disagreement factors12—and see whether they can explain a persis-
tent dispute. Persistent disagreement factors all hinge on an asymmetry in
the distribution of certain epistemic features that need to be overcome.
Asymmetric access to empirical evidence. Rational agents do not, as a rule,

have equal access to all available empirical evidence relevant to a given ques-
tion. This fact explains many of our persistent disagreements. For instance, I
believe that the male rather than the female of the seahorse species carries
eggs because I recall coming across this information in a book on marine life
roughly thirty years ago. My partner believes the opposite because it seems

12 We borrow the term “disagreement factor” from (?).
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to him less implausible as a scientific hypothesis. We have disagreed all this
time (to be frank, we never much talked about it).
Similarly, I can disagree with my neighbor about the claim that vaccines

are on the whole more dangerous than the disease against which they offer
immunity, at least in part because I happen to have access to far more reliable
scientific sources than he does and becausemy sources, but not his, informmy
opinion correctly in view of the relevant facts. Consequently, the disagreement
can rage on unabated for a considerable period.
Some theists likewise explain their disagreement with atheists, as well as

with advocates of rival religions, by claiming that they have experienced the
presence of (their version of) God (among philosophers, see, among others,
the influential accounts of ?; ?).
Differences in rationality. Psychologists have shown that we are almost

without exception affected by cognitive biases and that, consequently, different
thinkers display different cognitive “styles.” They have also shown that our
motivations can significantly affect our beliefs and their entrenchment. It is
safe to suppose that cognitive and motivational biases can account for a range
of persistent disagreements.
Take the following puzzle, a paradigm case for attracting disagreement.

Suppose Linda is 31 years old, single, outspoken, and very bright. She ma-
jored in philosophy. As a student, she was deeply concerned with issues of
discrimination and social justice, and also participated in anti-nuclear demon-
strations. Which is more probable? That Linda is a bank teller, or that Linda is
a bank teller and is active in the feminist movement? (?) have argued convinc-
ingly that many people wrongly believe that the second option is the more
probable because they use a misleading representativeness heuristic to assess
probabilities.
Moreover, it has been observed that psychological factors can affect real-

life persistent philosophical disagreements. (?) has argued that many moral
disagreements are partly grounded on the distorting effects of self-interest.
As an illustration, he mentions the view advocated by Peter Singer and Peter
Unger to the effect that unless we give almost all our money to famine relief,
we are nearly as morally condemnable as murderers. As he says, “refusing to
see the (purported) truth of Singer’s and Unger’s claims thus has tremendous
psychological payoffs” (?).
(?) have likewise argued that some “persistent philosophical disagreements”

are predicted by individual differences, in particular by personality traits,
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which determine certain cognitive biases. They show, for instance, that extro-
verts tend to endorse the compatibility of free will and determinism.
Different epistemic paths and starting points. Finally, some persistent dis-

agreements can be explained by factors that do not directly depend on dif-
ferences in rationality or access to the relevant empirical evidence, but only
on what we might call the topography of the disagreement. That is, on the
different starting points, and on the different paths taken in the course of a
disagreement. The idea is to compare the evolution of someone’s opinion on
a given topic to climbing a mountain. Even if two people are aiming at the
same terminus (by analogy, truth), and even if they are in a perfect physical
condition (by analogy, even if they are perfectly rational and have common
access to the relevant empirical evidence), they might end up in different
places simply because they had different starting points, took different paths
thereafter, and because the landscape itself is full of pitfalls.13
Arguably, the most notable pitfalls are what philosophers call vicious epis-

temic circles. Often, such circles successfully entrap ordinary subjects, altering
the form of their beliefs and creating the conditions for long-standing diver-
gence of opinion. Thus, the prevalence of conspiracy theories in some social
contexts has been explained in terms of the fact that some people do not trust
the accredited experts because they do not trust the institutions bestowing
credentials upon them. But they do not trust the institutions accrediting the
latter because they believe in conspiracy theories. Conspiracy theorists are
trapped in a vicious epistemic circle. (?) has argued that, as a result, we are not
in general in a position to find out whether a claim of conspiracy is correct.
We cannot but assume a prior answer to the core question of how conspiracy-
prone our society is, in order to derive a well-justified position on the issue
(?). If Basham’s view is correct, those who start by trusting institutions end
up rejecting conspiracy theories, and those who distrust them are bound to
adopt conspiracy theories. Vicious epistemic circles have also been invoked to
explain the fixity of delusional beliefs (?; ?) and the persistent disagreement
between for-vaccine and anti-vaccine factions, and flat-earthers and their
opponents (see, e.g., Levy’s ? account of scientific denialism; and Nguyen’s ?
account of echo chambers).
Note that these disagreement factors can explain persistent disagreements.

Can they explain persistent disputes, and persistent disputes that have a point,
and are hence substantive and “scrutable”? In a dispute (as opposed to in a

13 We borrow the term “starting point” from (?).
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mere disagreement) the parties argue to correct and convince each other.14
In a scrutable dispute, moreover, the epistemological profile must be good
enough to allow the parties ultimately to settle the dispute by means of ratio-
nal argument. The parties must be sufficiently rational (the cognitive biases
and the motivational influences on beliefs affecting them must be benign
and corrigible), vicious circles must be eschewed, and the relevant available
evidence must be equally accessible to both. In such a scrutable dispute, time
will accordingly have a beneficial effect. It will progressively cancel not only
performance errors, but also the impact of differences in rationality (due,
for example, in cognitive biases and motivational influences) as well as the
asymmetries in the access to the empirical evidence. For a scrutable dispute
to persist, this beneficial effect of time must be real, but extremely slow. The
gist of the competence argument is that in most cases, such a very slow effect
is simply implausible: either the disputants are competent enough to settle
the dispute, and it should be settled in a reasonable amount of time, or they
are not competent, and the dispute is pointless.
Let us see how this works on the above examples. It is reasonable to suppose

that the disagreement about seahorses’ eggs and the disagreement about
probabilities in the Linda example will not yield anything like a persistent
dispute, or at least not one that is scrutable. If the dispute is scrutable, both
parties have the capacity to acknowledge without further ado the decisive
evidence to the effect that male seahorses carry eggs or that it is more likely
that Linda is a bank teller rather than a bank teller and something else. It is
hard to see what could prevent them, then, to quickly come to an agreement.
In the theistic example, on the other hand, it seems that the disagreement

could indeed yield a persistent dispute, but it is dubious that the asymmetries
in the access to the relevant empirical evidence can be redressed by means
of simple debate. As (?) emphasized, religious experiences are usually very
difficult to communicate. They seem to provide what is sometimes called
subjective, private or first-person evidence (?, ch. viii). Accordingly, if the
religious disagreement case yields a persistent dispute, this is likely to be
merely of the pointless kind.
The moral disagreement case, the free will case, and the anti-vaccine case

are less straightforward to analyze. Historically, disagreements of their type
have given rise to genuine disputes, both at the factional (group) level and at
the level of individual thinkers. There are reasons, however, to believe that

14 Connection with active sense of disagreement.
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such group-level disputes are pointless. Take the moral disagreement, for
example, and suppose, for the sake of the argument, that Singer and Unger
are right and that their opponents are simply self-deceived. For the dispute
to have a point, it must be possible, through rational exchange, to correct
the distorting influence of their self-interest on their beliefs and have them
change their mind. But even if we could do that, it would not suffice to settle
the debate, as there would always be new, self-deceived comers joining the
ranks of Singer’s and Unger’s opponents who have not yet benefited from the
virtues of rational redress. The ensuing dispute would arguably be pointless.
A similar analysis might deal with the anti-vaccine and the free will cases.
The problem in such cases is that new members of one group seem to be
selected by their epistemic limitations (more precisely, by how they fare on
some disagreement factor), which prevents the dispute from being settled.
The competence challenge is not a knockdown objection against persistent

disputes that have a point. Nothing prevents, theoretically at least, the possi-
bility that a dispute exists which is shaped by cognitive biases, asymmetries in
the access to evidence, or differences in starting points and epistemic circles
that can be overcome, albeit extremely slowly. The competence challenge can,
however, yield a schema of abductive arguments that should be applied on a
case-by-case basis, as we have illustrated above. For a given persistent dispute,
depending on the precise details of the case, the strategy of appealing to the
argument schema implies that the best explanation of why such a dispute
persists makes it pointless. It is in fact arguable that many pessimistic views
about the debates in metaphysics and elsewhere stem implicitly from the idea
that in these cases of interest, disagreement factors are set at rest once by one,
making persistence mysterious.
There is moreover a broad category of cases to which the competence

challenge can be applied directly, as opposed to on a case-by-case basis, char-
acteristic of our argument schema strategy. It is the category of disputes in
which differences in rationality are sufficiently easy to overcome, the epis-
temic circles sufficiently easy to escape, the starting points sufficiently close,
the relevant available evidence sufficiently easy to access or share, and the
epistemic profile of the dispute, more broadly, sufficiently auspicious. Call
such disputes virtuous disputes. In such cases, the disagreement factors we
discussed, which might explain the dispute without making it pointless, will
most likely be cancelled after a short period of rational exchanges (perhaps in
the space of a couple of years). Virtuous disputes, it should be emphasized,
need not have a point. Virtuous disputes are such, however, that their epis-
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temic profile seems incapable of explaining their persistence without making
them pointless. But it is hard to see what else could explain their persistence;
accordingly, the argument concludes, they will only persist because they are
pointless, i.e., because they are verbal, relative or empty.
The point raised above is interesting, since many disputes seem at least

prima facie virtuous, and some of these seem persistent too. Think of disputes
among researchers on such topics as mereological composition in ontology,
or fundamental axioms in mathematics (for example, disputes about the
truth of the continuum hypothesis). Or consider, in biology, the disputes over
the choice of a classification system based on phylogeny vs. interbreeding
(?); or, in cognitive neuroscience, the dispute over the neural correlates of
visual consciousness; or, in cosmology, disputes over the status of multiverses.
Many people engage in these disputes with the hope of settling them in a
reasonable time, and they seem to believe that these disputes are virtuous (the
case of ontological debates is perhaps moot). There is no question that self-
interest sometimes plays a role in them, some researchers being motivated,
for example, by the perspective of promotions and social recognition. It is,
however, at least prima facie plausible that such motivational influence and
other aspects of the epistemic profile cannot explain the persistence of these
disputes. At least this is what many researchers engaged in these disputes
seem to believe.
In short, the competence challenge enjoins us to find an explanation why

some disputes stubbornly persist, which does not entail pointlessness. Inmany
cases, it is difficult to understand how the dispute may persist for protracted
periods of time without being pointless, since, as we have outlined, if the
dispute has a point, the participating parties must be sufficiently competent
to settle it, and the passage of time must bring with it adequate and timely
redress. This then is the Competence Problem. It might be possible to meet
this challenge for some forms of persistent debates. It is difficult, however, to
see how this might proceed, especially in the case of virtuous disputes.

4.2 The Problem of Apt A Priori Disagreements

The Competence Problem is related to a second cognate difficulty, namely the
Problem of Apt A Priori Disagreements. Roughly sketched, this says that (i)
when a virtuous dispute is persistent, it becomes a priori; (ii) however, given
that the disputants involved in a virtuous dispute are equally competent to
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assess a priori claims, it is very hard to see what could explain the persistence
of their dispute. We tackle these two premises in turn.
Since the disputants engaged in a persistent virtuous dispute are said to

gain quick and easy access to a shared empirical body of relevant evidence,
one might suppose that their disagreement would at some early point become
independent of relevant empirical evidence. Since other pieces of empirical
evidence are, ex hypothesis, not relevant to this dispute, the disagreement is
also independent of these latter. Overall, the dispute thus becomes indepen-
dent of all empirical evidence, relevant as well as irrelevant, and, accordingly,
a priori.
If the virtuous dispute over the sentence 𝑞 is not pointless, the persistent

disagreementwill in fact be grounded on a (more or less explicit) disagreement
over a more fundamental sentence 𝑞 , to the effect that the available empirical
evidence provides decisive reasons for 𝑞. The sentence 𝑞 will be a priori not
only because the difference in attitudes toward it (namely, one party believes
that 𝑞 is true, the other one that it is false) is not grounded on a difference in
empirical evidence, but also because, if the parties were to settle the dispute,
their correct attitude toward 𝑞 would not be similarly grounded either.
There are classical, Platonic, and Kantian arguments to the effect that fun-

damental disagreements in metaphysics and ethics hinge on a priori claims.15
Our argument is much simpler and much more modest than these. First, our
argument relies on a dialectical and quasi-operational conception of the a pri-
ori (expressed by the necessary condition that, to the effect that a disagreement
which does not depend on problems of rationality or on empirical evidence,
must be a priori) that remains neutral on the cognitive mechanisms implied.16
Moreover, our argument only targets disputes (not just disagreements) with
a point, and only those, moreover, that are both persistent and virtuous. To
reiterate, for a dispute to have a point, the relevant empirical evidence must

15 These arguments hinge roughly on the idea that fundamental claims in ethics and metaphysics
are necessary, and that necessary claims are a priori. See (?) for an updated defense of the Kantian
argument concerning ethics.

16 Interestingly, this conception would classify as a priori a dispute that hinges on the weighing
of different theoretical “super-empirical” virtues. We side with (?, footnote 3) who takes such
disputes to be straightforwardly a priori, and against (?) here.
This conception also sidesteps an influential objection raised by (?) against the significance of

the a priori / a posteriori distinction. On the one hand, his objection relies heavily on what he
considers the mechanisms of a priori knowledge should be, an issue on which we remain neutral.
On the other hand, our dialectical conception and the pervasiveness of persistent virtuous dispute
do suggest that our notion of the a priori is indeed quite natural and philosophically important.
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be equally accessible . If the dispute is, moreover, virtuous and persistent, this
equally accessible evidence must quickly become equally accessed in actual
fact. Hence the dispute must quickly become a priori, depending only on a
priori claims.17
Let us illustrate this point with an example. For the last two decades, neu-

ropsychologists have disagreed about the neural correlates of visual conscious-
ness; all the while, the accessible relevant empirical evidence did not change
significantly. Roughly, while some (call them Pro) believe that the neural
correlate necessarily involves frontoparietal networks, others (call them Con)
believe that an activation of primary visual areas in the occiput is sufficient
for visual consciousness.18 Strikingly, they all agree on the data collected by
both camps and on their prima facie relevance to the debate.While some have
characterized this debate (in this and ancillary areas) as merely verbal (see, for
example, ?; ?; and evenmore specifically, ?), it is arguable that nevertheless the
dispute is substantive, granted that they disagree on the way the universally
accepted common data should be weighed and interpreted, and that their
disagreement is grounded on a priori claims about scientific methodology
and scientific concepts. Pro scientists explicitly suggest, for example, that
consciousness is a priori tied to reportability and that the only scientifically
tractable concept of consciousness is that of “cognitive access”; while Con
scientists argue that consciousness is not tied a priori to reportability but is
still scientifically tractable (see, for example, Block’s ? insightful analysis of
this debate).19

17 Our thesis here should not be confused with the claim made by (?) to the effect that a sentence
is such that any “disputes over it involving a competent disputant is verbal” if it is in a sense
analytic. Our claim, we shall see, allows for persistent virtuous disputes that have a point (and
hence are not verbal) and that are a priori but arguably synthetic rather than analytic.

18 Advocates of the first “Pro” view include (?); (?); (?); (?); (?). Advocates of the second, “Con” view
include (?); (?); (?; ?).

19 One might concede that a virtuous persistent dispute that has a point quickly becomes indepen-
dent of the empirical evidence that is directly relevant to the dispute, and hinges on background
disagreements concerning, say, methodological principles or wide-ranging philosophical or
ethical conceptions (these background disagreements might be considered as coming from differ-
ences in what we have called the starting points of the disputants). One might question, however,
whether the latter disagreements need to be a priori; one might argue that they often depend on
empirical evidence as well, even if the empirical evidence here is only indirectly relevant to the
initial dispute. In response, it should be recalled that if the dispute is indeed virtuous, and if the
empirical evidence mentioned is indeed relevant to the dispute (even if only indirectly), both
camps should come to scrutinize it and share it, and their disagreement should quickly become
independent of it. We believe that this answer is valid. It is fair to acknowledge, however, that it
puts strain on the real-world relevance of the notion of a virtuous dispute. Someone skeptical of
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It may already seem mysterious that thinkers disagree on an a priori truth,
but when being rational, they are competent enough to find out that it is
indeed true. It gets all the more mysterious when their disagreement persists
despite lively rational exchanges, since we can safely assume that they correct
each other’s performance errors and that their disagreement does not stem
from such errors—it is an apt a priori disagreement. The problem here is not
so much that one of the parties persistently fails to assent to a truth (𝑞 or
its negation) that is a priori even though he is rational enough to do so and
does not commit performance errors. After all, many competent subjects have
persistently failed to see that some complex mathematical claims, such as
Fermat’s theorem or Poincaré’s conjecture, follow from the relevant axioms.
We already know that some a priori questions can persist for decades or cen-
turies. The problem is rather that one of the parties wrongly and persistently
dissents on the matter of the disputed a priori truth, and that both parties
accordingly disagree persistently. In the case of Fermat’s theorem, Poincare’s
conjecture, and many other classical conjectures, the historical landscape
is starkly different—at least if we attend to the categorical assertions pub-
lished in peer-reviewed journals and backed by tentative proofs, as opposed
to hypothetical assertions expressed in conversation and backed by intuitions.
Mathematicians may dissent for a couple of years about whether a particular
complex proof of a given conjecture is correct (the recent example of the
six-hundred-page-long proof of the 𝑎𝑏𝑐 conjecture is a particularly eloquent
example; cf. (?)).When no convincing proof has been published, theymay per-
sistently fail to know the truth of the matter, and consequently suspend their
(considered) judgments for a long time, but they do not generally disagree
persistently about it.20 The problem of non-pointless but persistent virtuous
disputes is that, being reflectively opaque, they seem to imply the existence of

the claim that persistent disputes quickly become a priori can indeed deny that there are many
genuinely virtuous disputes. This is probably what someone who believes that persistent disputes
in philosophy are “just hard” to settle, but not a priori (maybe Williamson and Hawthorne ?)
should do. If she does not want to be accused of mere hand-waiving, she should, however, answer
our pessimistic by a detailed analysis of the dynamics of “just hard” disputes showing exactly
what kind of cognitive difficulties can make them persist.

20 We should emphasise that our claim here only bears on classical conjectures such as Fermat’s
theorem, Poincare’s conjecture, Goldbach’s conjecture and others. We shall see, with the Func-
tions controversy, that there are in fact persistent disputes in mathematics, most notably disputes
that, unlike these classical conjectures, concern the best way to understand certain mathematical
objects, and so the choice of definitions and axioms (what we call “meta-analytic disputes”). We
thank an anonymous referee for pressing us on that point.
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a kind of deceptive a priori truths; truths, that is, such that rational enough sub-
jects not only fail to know them, but also wrongly believe them to be false (not
knowing that they do not know them).We take it that deceptive a priori truths
typically represent a kind of a priori truth whose existence will be granted by
Rationalists, but denied by Empiricists, and that the challenge of apt a priori
disagreements thus goes some way towards explaining why Rationalists, but
not Empiricists, tend to be optimists about persistent disputes.
Logical Empiricists notably argued that all a priori truths are analytic and

that rational subjects should assent to analytic truths merely in virtue of
understanding them (at least if they do not make any performance errors).
Assuming that two parties are sufficiently rational, and therefore capable of
grasping a prior truth, there should be no room for disagreement about which
a priori truths are true. Conversely, if rational subjects disagree about an a
priori sentence, it follows that either they understand the disputed sentence
differently and the dispute is verbal, or they do not really understand it and it
is empty.21 Logical Empiricists must thus reject the existence of the deceptive
a priori and deny that persistent virtuous disputes can have a point.
One preliminary conclusion to draw from our discussion is that a theorist

who believes that some persistent virtuous disputes have a point is committed
to maintaining either that some a priori claims are synthetic rather than
analytic, or else that some analytic claims are such that understanding them
does not suffice to assent to them.
The first option makes ineliminable use of the notion of the synthetic a

priori. Plausibly, it entails that persistent virtuous disputes are grounded in a
difference in the rational or a priori evidence accessed by both parties. Such a
difference would be an additional disagreement factor, one that we have not
considered so far but that has the potential, in principle, to explain persistent
virtuous disputes. The second option has an air of oddity about it. It implies
that one could, after decades of reflection, completely change his mind about
an analytic claim he understood very well all along.22 We believe that neither

21 Unsurprisingly, Hirsh’s (?) argument for the neo-Carnapian view that certain metaphysical
disputes are verbal hinges on the fact that parties involved in these disputes regard their claims
as “a priori and necessary.”

22 (?, ch. IV) has argued that any purportedly analytic sentence is such that two subjects who
understand it could disagree about its truth. His argument does not make it clear, however, that
the two subjects could persistently disagree, or even be rational enough to settle their dispute
and disagree (see especially ?). We shall see, in any case, that our proposed solution to the
pessimistic challenge makes room for persistent disputes (those that have a point) concerning
analytic sentences. Thereby, it does not threaten what we see as an important connection between
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option is completely implausible (we are, in fact, quite sympathetic to the
synthetic a priori option). Yet, unless they are fleshed out in more detail, it
seems that both strategies can only rename the problem of persistent disputes
but not resolve it.
We are now able to sum up the pessimistic challenge to persistent disputes.
First, if persistent disputes have a point, they must involve disputants that

are competent enough to settle the dispute. Yet it is difficult to see how such
disputes may persist for an inordinately long time since, if they have a point,
obstacles hindering the disputants’ performances will be gradually overcome.
Indeed, it seems that the longer a dispute lasts, the less reasons there are to
persist.
Second, since parties in a persistent virtuous dispute swiftly gain access to

the same relevant empirical evidence, their disagreement becomes apt and
a priori in due course. This means that persistent virtuous disputes involve
deceptive a priori truths: a priori truths that sufficiently rational thinkers,
who do not err because of performance errors, reject and unknowingly fail to
know.
We believe that even perfectly virtuous disputes can persist and have a

point; hence, that the pessimistic challenge may be answered—and, indeed,
in a rather mundane way. In order to answer this challenge, one need not
appeal to any dubious form of rational intuition nor posit cognitive biases,
epistemic circles, or asymmetries in the access to the empirical evidence that
can only be overcome at an extremely slow pace. One need just acknowledge
the existence of a common type of dispute, that we call meta-analytic and that,
for reasons we will soon explain, can be extremely long to settle. Our argu-
mentative strategy will rely on a real-world example: a well-known persistent
mathematical dispute, which uncontroversially proved to have a point.

5 An Example of Scientific Persistent Dispute: The
Functions Controversy

Persistent disputes are not specific to philosophy and may occur, as we have
seen, within science as well. Showing that a given scientific controversy that
seems persistent really is persistent is far from trivial, however, as it requires
showing that it is not covertly fuelled by new empirical discoveries (recall-

analytic sentences and assent to such sentences by subjects who understand them. See section 5.4
and especially fn. 27.
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ing that we have individuated persistent disputes by the relevant empirical
evidence available).
The simplest way to circumvent this problem and to find an uncontroversial

example of a persistent scientific dispute is to opt for an illustration coming
from a purely formal science, such as pure mathematics. Arguably, in this
domain, empirical evidence is irrelevant, or at least non-decisive, and cannot
end a persistent dispute.23
Among disputes that have proved persistent, it is also difficult to find one

that has uncontroversially proved to have a point. Often enough, prima facie
persistent disputes do not appear to be clearly or definitively settled. Equally,
we believe that the domain of pure mathematics is interesting in virtue of
its (approximately) cumulative character (pace ?). In mathematics, the fact
that a dispute has been deemed settled for a very long time seems to be a very
strong reason to believe that it is indeed settled.
We understand that using a mathematical example might bring with it

some additional complications. The semantics and ontology of mathematics
are often deemed less straightforward than those of, (say) geology or biology.
We believe that these complications are rather light and largely outweighed
by the advantages of mathematics mentioned in the preceding paragraph.
The example we have chosen from pure mathematics is the Functions

Controversy. This scientific dispute has the advantage of having been, without
a doubt, both persistent and uncontroversially proven to have had a point.
Between the beginning of the 18th century and the end of the 19th century,

many controversies arose around different mathematical “results” concerning
functions. Some of the controversial results were rather technical, but they
included the following two simple claims:24

1. Every function is continuous, except possibly at a finite number
of points.

2. Every continuous function is differentiable except possibly at a
finite number of points (see ?).

23 Note that this means, moreover, that it is not necessary to show that such a dispute is virtuous in
order to show that it is a priori if it persists.

24 The mathematical layman can construe functions as graphs, discontinuities of a function as gaps
in its graph, and the points at which it is non-differentiable as those where its graph does not
admit a tangent.
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Those claims were disputed because mathematicians were seemingly “dis-
covering” some “objects” whose existence appeared inconsistent with their
truth. In 1826, Abel, for example, showed that a certain function defined as
a convergent series of continuous functions is discontinuous in an infinite
number of points, apparently falsifying (1).25 In 1829, Dirichlet discovered
the eponymous “monster” function, which seemed like a function continuous
nowhere and thus to falsify (1).26 In 1872, finally, Weirstrass introduced his
own monster, which seemed to be a function that is continuous everywhere
but nowhere-differentiable and to falsify (2).27
These disputes involved earnest and rational thinkers; indeed, some of the

greatest mathematicians of the epoch ranged themselves on both sides of
the debate. Yet, the disputes concerning (1-2) were persistent and were not
clearly settled until the second decade of the 20th century and the acceptance
of modern set theory. The question arises as to how (1-2) could be maintained
by many thinkers of quality despite the above counterexamples. It would
appear that some proponents of the controversial statements denied that
the alleged counterexamples were significant exceptions to the general rule.
Others denied that they were genuine functions or even that they existed at
all.

5.1 Was the Functions Controversy Verbal?

It is tempting to make the charge that the Functions disputes were at bottom
merely verbal. Indeed, not all disputants understood the term “function” in
the same way. Neither did they all define it with an equal degree of rigor and
precision. Reviewing the best textbooks in analysis, Hankel noticed in 1870
that among them, “one [text] defines function in the Eulerian manner; the
other that y should change with x according to a rule, without explaining this
mysterious concept; the third defines them as Dirichlet; the fourth does not
define them at all; but everyone draws from them conclusions that are not
contained therein” (?).

25 That function was∑∞
𝑛=1

(−1)𝑛−1sin(𝑛𝑥)
𝑛

, which is discontinuous for every value (2𝑚+1)𝜋 of 𝑥
where𝑚 is an integer.

26 The Dirichlet monster is 𝜒ℚ {
1 𝑖𝑓 𝑥 ∈ ℚ
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

27 TheWeirstrass monster is 𝑓(𝑥) = ∑∞
𝑛=1 𝑏

𝑛cos (𝑎𝑛𝜋𝑥) (with 𝑎 an odd integer, b a real number
in ]0, 1[ and 𝑎𝑏 > 1 + 3𝜋/2).
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There are, however, decisive reasons to think that even if the mathemati-
cians’ understanding of functions and their standards of rigor differed quite
significantly, this was not the cause of their disputes. If their dispute had
been merely verbal, (i) it would have been defused by the introduction of
new undisputed names to refer to different kinds of functions, and (ii) its
solution could only have brought about a terminological advance, as opposed
to a substantial, genuinely mathematical progress. Neither of these was the
case in the event.28 By 1870, it was already clear to many that one could dis-
tinguish between the “algebraic” functions, which are defined by an “analytic
expression” (i.e., algebraic formula), the “geometric” functions (i.e., whose
curve can be drawn freehand), and the “logical” functions (i.e., arbitrary cor-
respondences between two sets of values). Indeed, those who introduced this
revisionary and more encompassing logical definition of function still won-
dered whether all “logical functions” really existed, and if they did, whether
they really were functions. Thus (?) points out that according to Dirichlet
himself, the “monster” he had discovered was “an example not of an ‘ordinary’
real function, but of a function which does not really deserve the name.” As
late as 1904, Poincaré distinguished between logical functions and analytic
functions (locally expandable in power series) and suggested that the former
were not legitimate in mathematics (see ?).29 Even more strikingly, in 1905
Lebesgue, whose works permitted the generalization of the theory of integra-
tion to some “monstrous” logical functions, still argued that “true” functions
are analytically representable (i.e., representable by an algebraic formula) (?).
Hermite essentially shared this sentiment concerning “this lamentable evil of
functions without derivatives” (for Hermite’s view, see ?).
Moreover, the lack of rigor and precision found in many of the mathe-

maticians’ definitions did not result from inattention or neglect. Hence, the
disagreement could not have been solved simply by substituting more precise
definitions for the imprecise ones. Many mathematicians at that time explic-
itly rejected our modern standards of rigor. It was common, for instance, to
regard theorems as rules and mathematical predicates as not in need of a
precise formal definition (see especially ?; and ?). This seems also to have been
the conception of Euler himself (?). Rigor and precision could only develop, it
was thought, at the cost of fruitfulness. As (?) puts it, Lebesgue, for one, “[saw]

28 The introduction of new names to settle a verbal dispute is what (?) calls the “method of elimina-
tion.”

29 Yet Poincaré seemed more open to mere “logical” functions in (?).
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the more precise and general definition of function, which we essentially use
today, as a frivolity at best and a liability at worst.”
Ultimately, the solution to these disputes did not stem from terminological

advance, but from a substantial mathematical progress.Modern set theory and
distribution theory were developed in response to such controversies. These
controversies were laid to rest eventually, but not before the emerging new
theories had shown their credentials and become entrenched inmathematical
practice.

5.2 Was the Functions Controversy Empty, Relativist or Inscrutable?

As we explained, the Functions Controversy was not verbal. It did not hinge
on the fact that some mathematicians, but not others, used a definition of
functions, or true functions, that excluded the “monsters.” Rather, it rested on
the fact that participants in these debates disagreed on which definition was
the best and ought to have been used. At this point, it might be suggested that
the dispute was perhaps empty or relativist. There is, however, a straightfor-
ward argument to the effect that the dispute was neither empty nor relativist.
If it had been empty or relativist, it could not have been settled, and we could
not be said to know that (1-2) are in fact false. The same argument, it should
be noted, ipso facto shows that the dispute was not inscrutable either.
Before moving forward, it is worth pausing on the decisive claim that the

Functions controversy has been settled and has, accordingly, a point. We be-
lieve that in the present state of mathematics, this claim is uncontroversial.
We also believe that it is (almost) uncontroversial that settling this dispute
that way constituted a mathematical progress (denying this would require
developing a revisionary / reactionary view of function that has no serious
advocate today).What is less clear and will be important later is the normative
status of this resolution, this progress, and the point of the dispute. A radical
conventionalist might argue that the Functions controversy was solved by
the mere acceptance of a stipulation (to the effect that functions are logical
functions) rather than by the discovery of a fact. He will probably concede
that this resolution constituted a progress, but only because this stipulation
was useful for us (and more useful than other conflicting ones) and insist
that we only have practical reasons to consider (1) and (2) as true, not theo-
retical ones, and that the point of the Functions Controversy was somehow
insubstantial or superficial. On the opposite side, Platonists, Kantians, Intu-
itionists, and even, arguably, Poincaré-style conventionalists will consider
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that mathematical truths do not depend on mere stipulations but on the struc-
ture of the world or of our minds, that mathematical progress is genuinely
theoretical and substantial rather than merely pragmatic, and that the point
of the Fucntions Controversy was thus deep or substantial. Let us call the first
view of mathematical progress deflationist. We do not need to take a stand
on this deflationism vs. non-deflationism debate here. What is important,
however, is that non-deflationism is very plausible and clearly the majority
view. Many philosophers, attracted by the claim that progress in philosophy
is impossible, scarce, or at best pragmatic—and that the point of persistent
disputes in philosophy is at best superficial—would be tempted to grant that
mathematical progress is common and usually deep and theoretical.

5.3 The Point of the Functions Controversy

If the Functions Controversy was neither verbal nor empty, and by the same
token, neither relativist nor inscrutable, it follows that it must have had a
point. What, then, was its point? One thing that our discussion suggests al-
ready is that this controversy did not concern the properties of something
(namely, functions), of which the participants had a common subjective un-
derstanding. Neither did it concern the best way to articulate such a common
understanding. Therewas no such commonunderstanding. Rather, disputants
understood functions quite differently, and they accordingly defined them
quite differently and accepted conflicting clusters of analytic claims about
them. And their dispute was (implicitly) about the best among their rival
understandings. Some mathematicians thought that the best understanding
was the algebraic or geometric one, and they assessed under its light all claims
about functions. Others favored the logical construal, and these latter ended
up on the right side of the debate, correctly denying (1-2). Granting that one’s
understanding of something is reflected in the analytic claims one is disposed
to accept concerning that thing, we might say that the point of the Functions
Controversy was not analytic but rathermeta-analytic. The fact that the Func-
tions Controversy was not verbal shows that a dispute whose parties appeal
to very different understandings of the object at issue need not be verbal,
provided that it is meta-analytic.
This is not a trivial conclusion. It might even seem problematic. On the stan-

dard, neo-Fregean views of concepts (viz., ways of understanding something
that determine the reference to that thing in context), different understand-
ings imply different concepts, and if the parties disagree because they use

Dialectica vol. 76, n° 1



What Is the Point of Persistent Disputes? 139

(or preferentially use) different concepts, it seems that their dispute must
be verbal after all. Fortunately, recent work in philosophy of language and
metaphilosophy focused on related phenomena provides interesting ways out
of this problem.
The first line of research in philosophy of language puts forward “rela-

tionnist” or neo-Gricean semantics that canvass the possibility of successful
communication between two subjects that do not share the same concepts.30
More germanely still, the second line of research in metaphilosophy explicitly
argues that what we call meta-analytic disputes are not verbal. Some philoso-
phers working in the rapidly developing fields of metalinguistic negotiations,
conceptual ethics, and conceptual engineering understand meta-analytic
disputes as meta-conceptual, but argue that the concepts involved, even if dif-
ferent, still share a common feature which prevents the dispute from lapsing
into the verbal. For instance, they are said to be about the same “topic” (?), or
are said to play the same role (?). Others claim that meta-analytic disputes
need not be verbal because the disputants share a similar meta-analytic aim.
For instance, (?) writes of a “semantically progressive inquiry” and asserts
that the unity of inquiry is at the bottom teleological. Yet others invoke exter-
nalist views of concepts to argue that even though disputants understand the
object at issue in inconsistent ways, they might still share the same concepts
(?; ?). Notably, (?) has argued that one should construe what we have called
meta-analytic disputes asmetasemantic disputes, that is, as disputes about the
way one should “fix the meaning of words as we have used them before.” In
this article, we remain neutral on the best view of concepts and meta-analytic
disputes.31We observe, however, that there are many ways to do justice to the
non-verbal character of such disputes.

5.4 The Functions Controversy and the Pessimistic Challenge

We say that a dispute ismeta-analytic when it bears on the choice of the best
way, among quite different candidates, to understand something, rather than
on the attribution of properties to something the disputants understand in

30 See, e.g., (?, ch. VIII) on the first-person, “relationnist” semantics according to which successful
communication requires mere “coordination” or “de jure coreference” (?; ?; ?), and neo-Gricean
views that can likewise grant a form of mutual understanding without concept sharing (?).

31 We would like to thank an anonymous referee of this journal for pressing us on the multiple
possible interpretations of meta-analytic disputes.
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the same way, or on the best way to articulate their shared understanding of
it.
Interestingly, themeta-analytic reading of the FunctionsControversy allows

us to provide a simple answer to the pessimistic challenge.
Take the competence problem first. According to the proposed interpreta-

tion of the dispute, what prevented disputants from agreeing was that they
did not all understand (and hence define) functions in the same way. More
deeply, they disagreed about which understanding was the best. But how, one
might ask, could they disagree about that if they were all competent enough
to find out which understanding is the best, and time cancelled the “usual
suspects” for performance errors?
The comparative quality of competing understandings in puremathematics

and elsewhere depends, importantly, on their consistency and relative fruitful-
ness. It depends, more broadly, on their inferential profiles, that is, on all the
inferences one can draw by their means. For finite minds like ours, however,
evaluating such an inferential profile is not instantaneous. Each inference
takes a very small amount of time to assess, but the number of inferences that
need to be assessed is virtually infinite. Assessing the inferential profile is thus
an open-ended process, that is, a process to which we cannot assign an a priori
upper bound in time, be it in terms of years, or even centuries. Moreover, this
process may prove surprising, as apparently consistent understandings may
sometimes prove inconsistent (think of the naive understanding of sets, for
a classical example), and apparently useless re-construals may sometimes
prove fruitful. This means that assessing the relative merits of different ways
to understand an object will not only be an open-ended process, but also a
non-monotonic one: a process that may lead from a time when we have most
reason to favour one understanding 𝑈1 over the other one, 𝑈2, to a time when
we have most reason to favour 𝑈2 over 𝑈1.
For example, Poincaré, Lebesgue and Borel did not know, and they arguably

could not have known without years of inquiries and intricate discussions
with peers, that the logical understanding of a function would find its place in
an important and consistent mathematical theory (set theory), that classical
analysis would easily accommodate it, and that it would prove extremely
fruitful in many fields (the popular Fractal theory is precisely a theory of
“monstrous,” supposedly merely logical, functions) and help provide many

Dialectica vol. 76, n° 1



What Is the Point of Persistent Disputes? 141

mathematical insights.32 It is in fact arguable that they had good reason, at
the very beginning of the 20th century, to dismiss merely logical functions as
useless curiosities.33
The open-ended character of the process of assessing competing under-

standings successfully explains why it took mathematicians so long to an-
swer the questions surrounding (1-2), and consequently to find out which
understanding of “function” was the best. Conjoined with the non-monotonic
character of such a process, it furthermore explains how such persistent ques-
tions gave rise to persistent disputes. Each time a new aspect of the inferential
profile was discovered, its assessment necessarily took some time, allowing
for the emergence of dissenting views on the questions under scrutiny. In
general, as time passes, new results are made public, cognitive biases and
performance errors are removed through fruitful dialogues and debates, and
experts become able to fully grasp them. But by the time this process reaches
completion, new aspects of the competing inferential profiles may have been
discovered, whose assessment may once again give rise to dissenting views
through additional performance errors, cognitive biases, or simply ordinary
delays and difficulties in communication. If assessing the comparative merits
of two understandings were a monotonic process, it could be argued that dis-
putants should have agreed sooner or later, owing to the gradual cancellation
of communicative difficulties, biases, and performance errors. Arguably, they
should have inferred, by monotonicity, that the dispute was settled once and
for all. Nevertheless, as we explained above, the comparative assessment of
two understandings is far from monotonic.
We pointed out at the outset that there is nothing mysterious in a dis-

pute that lasts for a very long time if new relevant empirical evidence arises
through continuous discovery. We are now able to make this thought more
precise. There is no mystery because the process of assessing a growing body
of empirical evidence is open-ended, if the body of evidence grows, and non-

32 Commenting on the set theoretic paradoxes Poincaré reportedly prophesied: “later generations
will regard Mengenlehre (set theory) as a disease from which one has recovered” (but see ?).

33 It should be noted that in puremathematics, the comparative quality of twoways of understanding
and defining an object is an a priori matter. Arguably, an understanding of an object is better than
another if it is mathematically more fruitful and does not lead to contradictions; that is, roughly,
if it can yield better mathematical insights. It is true that the claims that most mathematicians
prefer a certain understanding, or that they find it more fruitful, are a posteriori, but that is
merely a posteriori evidence of an a priori truth (just like the fact that most mathematicians
believe last Fermat’s theorem has been proved is a posteriori evidence of the a priori truth that
its purported proof is valid).
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monotonic. The Functions Controversy persisted because it is a special kind
of rational, non-empirical evidence whose assessment is both open-ended
and non-monotonic, similar, in that respect, to the assessment of a growing
body of empirical evidence, and unlike the assessment of trivial analytic ev-
idence. The relevant a priori evidence was, in a sense, accessible all along
to all parties, granted sufficient rationality. Being, however, open-ended and
non-monotonic, its assessment took a very long time.
Pessimists grant—or should grant—that new empirical evidence may fuel

ongoing debates in such away that thinkers continue to disagree over the same
issue for decades or even centuries. We suggest that their outright rejection
of persistent disputes, in which by our definition the empirical evidence is
fixed, reveals an unjustified refusal to acknowledge the existence of a type of
evidence that is akin to empirical evidence in that its assessment is open-ended
and non-monotonic, but that is, like trivial analytic evidence, a priori. This
evidence concerns in particular the assessment of different understandings,
which is open-ended, non-monotonic, and sometimes a priori. It is meta-
analytic.
The meta-analytic reading of the Functions Controversy thus answers the

competence problem. It also explains why disputants could disagree on an
a priori claim. Thus, it can solve the problem of apt a priori disagreements.
Even though the participants in the dispute preferentially resorted to different
understandings of the concept of a function, we have seen that they were
not talking past each other, and that their disputes were not verbal because
they were meta-analytic. The fact that in a meta-analytic dispute, two parties
can without misunderstanding understand a disputed sentence in a radically
different manner, should already dispel the suspicion associated with certain
views of the a priori and the analytic, that any apt a priori disagreement must
be verbal. The fact that a priori meta-analytic disputes can be solved shows
that apt a priori disagreement need not imply that the disputes are either
empty or relativist. More broadly, the meta-analytic reading of the Functions
Controversy implies that there are some a priori claims that can only be known
and understood by rational subjects’ appeal to the best kind of understanding
of the subject matter. So, for example, the statement to the effect that “monster
functions are genuine functions” can only be known to be true by a subject
who understands functions in the right way. While a subject interpreting it in
the correct manner will endorse it, one who interprets it in another way is
likely to deny it, even though she understands it, hence to fail to know that
she does not know that monster functions are true functions.
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This explains why, despite lively exchanges, some rational subjects might
fail to assent to a given a priori truth or even might dissent from it, unknow-
ingly failing to know that it is true. We have called deceptive a priori truths
truths on which rational subjects can aptly disagree, and that they can, accord-
ingly, wrongly believe to be false, not knowing that they do not know them.
On the meta-analytic reading, the existence of deceptive a priori truths is not
mysterious. It does not require us to posit unusual or non-standard analytic
truths or a puzzling form of synthetic a priori. Rather, it stems from the fact
that different subjects associate different understandings, and so different
analytic truths, with a given term, even though they both understand the term
and therefore don’t misunderstand each other or talk past each other.34

6 The Point of Persistent Disputes

The Functions Controversy allows us to draw the following conclusions: First,
the fact that a dispute is persistent, or even persistent and virtuous, does not
entail that it is pointless. Second, a good explanation as to why some disputes
persist is that they are meta-analytic and that meta-analytic evaluations, being
open-ended and non-monotonic, can take decades or even centuries. In order
to find the best understanding of a term, one might need to assess the full
inferential profile of the latter, which requires much time and can always
prove surprising. Finally, and given the plausibility of the non-deflationary
view of mathematical progress, the point of persistent meta-analytic disputes
can arguably be deep, substantial than merely pragmatic.
The mere fact that a dispute is meta-analytic, as the example of the Func-

tions Controversy shows, does not entail that it is pointless. The same could
be said about the fact that the dispute is a priori. Even if virtuous persistent
disputes become a priori, that does not make them pointless, because some

34 Interestingly, in the course of his argument to the effect that two subjects who understand a pur-
portedly analytic sentence can nevertheless disagree over it, Williamson considers the hypothesis
that subjects might disagree because they associate different concepts to the same words (and
different thoughts to the same sentences) but rejects it on the ground that it would undermine
Frege’s requirement of the publicity of senses and that it would render the dispute verbal (?).
We believe that Frege’s requirement is already challenged on other grounds—something (?)
himself seems to acknowledge and that can be accommodated rather well (?, ch. VIII)—and that
associating different concepts with a word in a disputed claim does not make the dispute verbal
if, like in the case of the Functions controversy, the dispute is (implicitly) about the best way to
understand the word and its denotation. Cf. fn. 25.
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evaluative claims about the comparative quality of different understandings
are a priori, yet can yield persistent disputes that have a point.35
When the Pessimist proposed an abductive argument to the effect that all

persistent disputes are pointless, she may well have been right to suppose
that the disagreement factors in the epistemic profile of a dispute (to recall,
asymmetries in rationality, in the access to the empirical evidence, and vicious
epistemic circles) cannot explain its persistence. The Pessimist was wrong,
however, to draw the conclusion that the best explanation of the persistence
of a dispute is always that it is pointless. In some cases, the best explanation is
that the dispute is meta-analytic and that meta-analytic disputes can involve
the open-ended and non-monotonic assessment of priori evidence. In such
cases, a persistent dispute need not be pointless. The competence challenge is
only challenging for someone who neglects, among the disagreement factors,
the difficulty of meta-analytic evaluations.
For all we know, there might be persistent disputes that are not pointless,

even though they are not meta-analytic. Yet we would like to suggest that our
diagnosis is quite general, and that many persistent disputes in philosophy,
in the sciences and in public life (i) are meta-analytic and a priori (ii) persist
precisely for this reason (iii) crucially, are not necessarily pointless.

7 Meta-analytic Disputes, Metalinguistic Negotiations, and
Deep Disagreements

The view that many persistent disputes are meta-analytic disputes (as we have
called them) is not entirely new. Arguably, it has been held under various
guises bymany philosophers, in relation to certain scientific and philosophical
persistent disputes. Carnap’s argument against traditional ontology, for ex-
ample, relied on the thesis that disputes over meta-analytic questions (which
he dubbed “external questions”) are empty, or perhaps relativist (see fn. 5).
The view that persistent disputes are meta-analytic may well be at the root of
Gallie’s (?) influential take on “essentially contested concepts.” It may also be
said to informWilliams’ (?) analysis of ethical disputes and, arguably, Kuhn’s
(?) understanding of (the disputes surrounding) scientific revolutions.
More recently, (?) has construed metaphysical disputes as disputes over the

best understanding of quantifiers (and the best quantifier concepts). Many

35 It is in fact tempting to dispel the apparentmysteries of the notion of synthetic a priori by claiming
that those synthetic a priori claims are simply meta-analytic claims.
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works in the fields of metalinguistic negotiations, conceptual ethics, and the
conceptual engineering literature have argued in a similar vein that philosoph-
ical disputes are often metaconceptual (and hence meta-analytic) disputes (?;
?; ?).
Likewise, (?) noticed that many disputes are “deep” in the sense that they

stem from “a clash in underlying principles,” can accordingly persist even
though “the parties [are] unbiased, free of prejudice, consistent, coherent,
precise and rigorous” and “by their nature, are not subject to rational reso-
lution.” (?) and (?) have all argued that deep disagreements are in fact meta-
conceptual.
Our view that some meta-analytic disputes are both substantive and

scrutable and can persist without being pointless is much less widespread,
however. Indeed, all these authors, except the most recent (e.g., Sider,
Plunkett, Sundell, Burgess, Capellen, (?)), seem to believe that meta-analytic
or “metaconceptual” questions are pointless. To our knowledge, even the
latter do not put forward, as we do, an explicit argument to the effect that
such disputes can be persistent and still have a point.36 More importantly, all
of them seem to hold that the point of a meta-conceptual dispute is always
somehow pragmatic rather than deep and substantial.37 The plausibility of
the non-deflationist view of mathematics strongly suggests that they are
wrong.
It is also worth noting that we have hinted at an argument for the pervasive

character of meta-analytic disputes just above, but that this argument—call
it the pervasiveness argument—is quite different from those typically pro-
posed in the metalinguistic and conceptual ethics literature. First, in this
literature, meta-analytic disputes are always construed as metaconceptual
or metalinguistic. We saw that there are other construals of meta-analytic
disputes. Second, the most thorough arguments for the pervasive character of
metaconceptual and metalingustic disputes essentially rely on the linguistic
data surrounding some (potentially pointless) ordinary as well as philosophi-
cal disputes. Plunkett’s (?) important argument in this vein is a case in point,

36 (?) do claim that metaconceptual disputes are worth having. (?) argues that much philosophy
is (at least implicitly) metaconceptual. However, as we have seen, a dispute can be interesting
and hence worth having without having a point (see ?). It can even be worth having while being
non-empty, non-verbal, and non-relativist but pointless (see ?).

37 This is connected to the claimed Carnapian inheritance of the conceptual engineering literature
and to the claimedWittgensteinian inheritance of the deep disagreement literature. See especially
(?).
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insofar as it is a linguistic argument applied to metaphilosophical questions.
Roughly, his argument is that:

• (i) Some linguistic data suggest that a given exchange is a dispute
whose parties really disagree (i.e., they do not misunderstand each
other), but mean different things by the disputed sentence.

• (ii) The claim that their dispute is a metalinguistic negotiation can
explain these data, and it can explain them more simply than the
claim that the dispute is relativist or empty, which relies on com-
plex non-standard semantic frameworks (such as recent brands of
expressivism or relativism) (?).

Our argument relies partly on linguistic data as well, to wit, the data surround-
ing the Functions Controversy. It relies mostly, however, on epistemological
and historical considerations to the effect that:

• Some persistent meta-analytic disputes have proved to have a point (the
Functions Controversy).

• The meta-analytic reading of a persistent virtuous dispute allows us to
defuse the best arguments for the charge that it is pointless, in answer
to the pessimistic challenge.

Accordingly, the ground for ruling out the rival relativist or expressivist analy-
ses is not the greater complexity, but the implication of pointlessness carried
by these alternative interpretations. One might see our pervasiveness argu-
ment as contributing to the metalinguistic negotiation literature by providing
an additional, optimistic reason to believe that many scientific and philosoph-
ical disputes are implicitly meta-analytic (and thus maybe metalinguistic and
metaconceptual) because they persist and have a point. And of course, our
main argument strengthens the interest of such disputes, as it shows that they
can have a point even though they are persistent.

8 Conclusion

In this article, we examined and rejected the widespread imputation that
persistent disputes are pointless. Thus, we characterized pointless disputes,
put forward a typology, and reconstructed the strongest pessimistic argument
against the claim that persistent disputes might have a point. To defuse the
pessimistic argument, we proposed a meta-analytic reading of a concrete
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example: the illustrious “Functions” controversy. In general, when a dispute
is meta-analytic, disputants disagree about which understanding or set of
analytical truths among different candidates is the best one. The epistemic
difficulty of settling the disagreement at this level is what renders their dis-
pute persistent. Significantly, however, it does not render it pointless, as this
collective task is achievable in principle.
If this is true, then one should not have unnecessarily sanguine expectations

of the time it takes to settle such a dispute. To paraphrase Hegel, who might
here be classified as one of the greatest optimists in the history of philosophy,
one should trust the “power of the negative,” for, in some instances, the very
negativity of a sustained disagreement may strengthen the natural power of
reason.
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